e, [P
s
Dl ML E ——

J OeREy EdiesaTesTs Centro Euro-Mediterraneo RESEARCH COUNCIL INGV m

peri Cambiamenti Climatici

NEM

NEMO ocean engine

Gurvan Madec, and the NEMO team

gurvan.madec@locean—-ipsl.umpc. fr

nemo.-st@locean-ipsl.umpc. fr

November 2014

— version 3.6 —

Note du Pole de modélisation de I’ Institut Pierre-Simon Laplace No 27

ISSN No 1288-1619.






Table des matieres

1 Introduction 5
2  Model basics 13
2.1 Primitive Equations . . . . . .. ... ... ... L. 14
2.1.1  Vector Invariant Formulation . . . . . . ... ... .. .. 14

2.1.2 Boundary Conditions . . . . . ... ... ......... 15

2.2 The Horizontal Pressure Gradient . . . . ... ... ... .... 17
2.2.1 Pressure Formulation . . . . . ... ... ... ...... 17

2.2.2  Free Surface Formulation . . .. ... ... ....... 17

2.3 Curvilinear z-coordinate System . . . . . . .. .. ... ..... 20
2.3.1 Tensorial Formalism . . .. ... ... ... ....... 20

2.3.2 Continuous Model Equations . . . . .. ... ....... 22

2.4 Curvilinear generalised vertical coordinate System . . . . . . .. 26
2.4.1 The s-coordinate Formulation . . . ... ... ... ... 27

2.4.2 Curvilinear z*-coordinate System . . . . ... ... ... 28

2.4.3 Curvilinear Terrain-following s—coordinate . . . . . . . . 31

244 Curvilinear z—coordinate . . . . . . . . .. ... ... .. 33

2.5 Subgrid Scale Physics . . . . . . ... ... ... L. 34
2.5.1 Vertical Subgrid Scale Physics . . . . .. ... ... ... 34

2.5.2  Formulation of the Lateral Diffusive and Viscous Operators 35

3 Time Domain (STP) 39
3.1 Time stepping environment . . . . . . . . . .. ..o 40
3.2 Non-Diffusive Part — Leapfrog Scheme . . . . . ... ... ... 40



ii

33
34
35

Diffusive Part — Forward or Backward Scheme . . . . . . .. ..
Hydrostatic Pressure Gradient — semi-implicit scheme . . . . . .
The Modified Leapfrog — Asselin Filter scheme . . . . .. .. ..

3.6 Start/Restartstrategy . . . . . . . . ... ...
Space Domain (DOM)
4.1 Fundamentals of the Discretisation . . . . . ... ... ... ...
4.1.1 Arrangement of Variables . . ... ... ... ......
4.1.2 Discrete Operators . . . . . . . .. . ...
4.1.3 Numerical Indexing . . . ... ... ... ........
4.2 Domain : Horizontal Grid (mesh) (domhgr) . . . . ... ... ..
4.2.1 Coordinates and scale factors . . . . . .. ... ... ...
4.2.2 Choice of horizontal grid . . . . ... ...........
423 OutputGridfiles . . ... ... ... ... .. .....
4.3 Domain : Vertical Grid (domzgr) . . . . . . . . ... ... ....
43.1 Meter Bathymetry . . ... ... ... ... .......
432 z-coordinate (lnzco . .. .. .. ... ... .......
4.3.3 z-coordinate with partial step (In_zps) . . . . ... . ...
434 s-coordinate (In_sco) . . . . . . . . ... ... ... ...
43.5 z*-ors*-coordinate (add key_vvl) . ... ... .....
43.6 level bathymetryandmask . . . . ... ... .......
4.4 Domain : Initial State (istate and dtatsd) . . . . . . . ... . ...
Ocean Tracers (TRA)
5.1 Tracer Advection (traadv) . . . . . . . . .. . ... ... ....
5.1.1 2" order centred scheme (cen2) (In_traadv_cen2) . . . . .
5.1.2 4™ order centred scheme (cend) (In_traadv_cend) . . . . .
5.1.3  Total Variance Dissipation scheme (TVD) (In_traadv_tvd)
5.1.4 MUSCL scheme (In_traadv_muscl) . . .. ... .. ...
5.1.5 Upstream-Biased Scheme (UBS) (In_traadv_ubs) . . . . .
5.1.6  QUICKEST scheme (QCK) (In_traadv_gck) . . . . . . ..
5.1.7 Piecewise Parabolic Method (PPM) (In_traadv_ppm) . . .
5.2 Tracer Lateral Diffusion (traldf) . .. ... ... ... ......
5.2.1 Iso-level laplacian operator (lap) (In_traldf lap) . . . . . .
5.2.2 Rotated laplacian operator (iso) (In_traldf lap) . . . . . .
5.2.3 Iso-level bilaplacian operator (bilap) (In_traldf -bilap) . . .
5.24 Rotated bilaplacian operator (bilapg) (In_traldf-bilap) . . .
5.3 Tracer Vertical Diffusion (trazdf) . . . . . . .. . ... ... ...
5.4 External Forcing . . ... ... ... ... ... ... ...
5.4.1 Surface boundary condition (trasbc) . . . . . . . . .. ..
5.4.2 Solar Radiation Penetration (tragsr) . . . . . . ... ...
5.4.3 Bottom Boundary Condition (trabbc) . . . . . . ... ..
5.5 Bottom Boundary Layer (trabbl.F90 - key_trabbl) . . . . .. ..

5.5.1 Diffusive Bottom Boundary layer (nn_bbl_ldf=1) . . . . .

47
48
48
49
51
54
54
55
56
57
59
60
61
63
67
67
67



iii

5.5.2 Advective Bottom Boundary Layer (nn_bbl_adv=1o0r2) . 87

5.6 Tracer damping (tradmp) . . . . . . . . .. ... ... 89
561 DMP.TOOLS. . ... ... ... . ... .. . ...... 90
5.7 Tracer time evolution (tranxt) . . . . . . . . . . . . ... .. ... 91
5.8 Equation of State (eosbn2) . . . . .. ... .. .. 92
5.8.1 Equation of State (nn_eos=0,10r2) .. ... ... ... 92
5.8.2  Brunt-Vaisdld Frequency (nn_eos=0,1o0r2) .. ... .. 93
5.8.3 Specific Heat (phyest) . . . . .. ... ... ... .. 94
5.8.4 Freezing Pointof Seawater . . . . . ... ... ...... 94
5.9 Horizontal Derivative in zps-coordinate (zpshde) . . . . . . . . . . 94
Ocean Dynamics (DYN) 97
6.1 Sea surface height and diagnostic variables (1, ¢, x, w) . . . . . . 99
6.1.1 Horizontal divergence and relative vorticity (divcur) . . . 99
6.1.2  Sea surface height evolution and vertical velocity (sshwzv) 99
6.2 Coriolis and Advection : vector invariant form . . . . . .. .. .. 100
6.2.1 Vorticity term (dynvor) . . . . . . . ... ... 100
6.2.2 Kinetic Energy Gradient term (dynkeg) . . .. ... ... 104
6.2.3  Vertical advection term (dynzad) . . ... ... .. ... 104
6.3 Coriolis and Advection : flux form . . . ... ... ... ..... 104
6.3.1 Coriolis plus curvature metric terms (dynvor) . . . . . . . 104
6.3.2 Flux form Advection term (dynadv) . . . ... ... ... 105
6.4 Hydrostatic pressure gradient (dynhpg) . . . . . . . .. . .. ... 106
6.4.1 z-coordinate with full step (In_dynhpg zco) . . .. .. .. 107
6.4.2 z-coordinate with partial step (In_dynhpg_zps) . . . . . . . 107
6.4.3 s-and z-s-coordinates . . . ... ... ... ... ... 108
6.4.4 Time-scheme (In_dynhpg_imp) . . .. ... ... .... 108
6.5 Surface pressure gradient (dynspg) . . . . . . . . ... ... ... 109
6.5.1 Explicit free surface (key_dynspgexp) . ... ... ... 110
6.5.2  Split-Explicit free surface (key_dynspg ts) . .. .. ... 110
6.5.3 Filtered free surface (key_dynspg fit) . . . . . ... ... 113
6.6 Lateral diffusion term (dynldf) . . . . . . . . .. ... ... ... 113
6.6.1 Iso-level laplacian operator (In_dynldf lap) . . ... ... 114
6.6.2 Rotated laplacian operator (In_dynldf_iso) . . . .. .. .. 114
6.6.3 Iso-level bilaplacian operator (In_dynldf bilap) . . . . . . 115
6.7 Vertical diffusion term (dynzdf.F90) . . . .. ... ... ..... 115
6.8 External Forcings . . . . . . ... ... ... ... ... ..., 117
6.9 Time evolution term (dynnxt) . . . . . . . . . .. ... ... ... 117
6.10 Neptune effect (dynnept) . . . . . . . . .. ... ... ... .. 118
Surface Boundary Condition (SBC, ISF, ICB) 121
7.1 Surface boundary condition for theocean . . . ... ... .. .. 124
7.2 Input Data generic interface . . . . . . ... ... ... ... ... 126

7.2.1 Input Data specification (fldread. F90) . . . . .. ... .. 127



iv

7.2.2 Interpolationon-the-Fly . . ... ... ... .... ... 129
7.2.3  Standalone Surface Boundary Condition Scheme . . . . . 131
7.3 Analytical formulation (shcana) . . . . ... .. ... ... ... 132
7.4 Flux formulation (sbeflx) . . . . . . . ... ... 133
7.5 Bulk formulation (sbcblk_core, sbeblk_clio or sbeblk_mfs) . . . . 133
7.5.1 CORE Bulk formulea (In_core=true) . . . . .. ... ... 134
7.5.2 CLIO Bulk formulea (In_clio=true) . .. ... ... ... 134
7.5.3 MEFS Bulk formulea (In_mfs=true) . ... ... ...... 135
7.6 Coupled formulation (sbcepl) . . . . . . . oL 136
7.7 Atmospheric pressure (sbcapr) . . . . .. ... 137
7.8 Tidal Potential (sbctide) . . . . . . . . . . . ... 138
7.9 Riverrunoffs (sbernf) . . . . . . ..o 139
7.10 Ice shelf melting (sbcisf) . . . . . . . . . . .. 140
7.11 Handling of icebergs (ICB) . . . ... ... ... ... ..... 142
7.12 Miscellaneous options . . . . . . . . .. ... .. 143
7.12.1 Diurnal cycle (sbecdey) . . . . . . ..o 143
7.12.2 Rotation of vector pairs onto the model grid directions . . 144
7.12.3 Surface restoring to observed SST and/or SSS (sbcssr) . . 145
7.12.4 Handling of ice-covered area (sbcice_...) . . . . . . . ... 146
7.12.5 Interface to CICE (sbcice_cice). . . . . . . . . ... ... 147
7.12.6 Freshwater budget control (sbcfwb) . . . . . . . .. ... 148
7.12.7 Neutral drag coefficient from external wave model (sbcwave)148
Lateral Boundary Condition (LBC) 149
8.1 Boundary Condition at the Coast (rn_shlat) . . . ... ... ... 150
8.2 Model Domain Boundary Condition (jperio) . . . . . . . ... .. 153
8.2.1 Closed, cyclic, south symmetric (jperio=0,1o0r2) . ... 153
8.2.2 North-fold (jperio=3t06) . ... ... ... ...... 154
8.3 Exchange with neighbouring processors (lbcink, lib_mpp) . . . . . 155
8.4 Open Boundary Conditions (key_obc) (OBC) . . . ... ... .. 159
8.4.1 Boundary geometry . . . . . ... . ... ... ... ... 159
842 Boundarydata . .. ............. ... .. 161
8.4.3 Radiation algorithm . . . . ... .. ... ... 163
8.4.4 Domain decomposition (key mpp_mpi) . . . . . ... .. 164
8.4.5 Volume conservation . . . . ... .. ........... 165
8.5 Unstructured Open Boundary Conditions (key_bdy) (BDY) . . . . 165
8.5.1 Thenamelists . . . . ... ... ... ........... 166
8.5.2 The Flow Relaxation Scheme . .. ... ... ...... 167
8.5.3 The Flather radiation scheme . . . . . ... ... ..... 168
8.54 Boundarygeometry. . . . ... ... ... ........ 169
8.5.5 Inputboundary datafiles . . . ... ... ... ...... 169
8.5.6  Volume correction . . .. .. ... ... ......... 170

8.5.7 Tidal harmonic forcing . . . . . . . ... ... ... ... 171



9 Lateral Ocean Physics (LDF) 173
9.1 Lateral Mixing Coefficient (/dftra, ldfdyn) . . . . . . . . .. ... 174
9.2 Direction of Lateral Mixing (Idfslp) . . . . ... ... ... ... 177

9.2.1 slopes for tracer geopotential mixing in the s-coordinate . 177
9.2.2  Slopes for tracer iso-neutral mixing . . . . ... .. ... 178
9.2.3 slopes for momentum iso-neutral mixing . . . ... ... 182
9.3 Eddy Induced Velocity (traadv_eiv, ldfeiv) . . . . . ... .. ... 182

10 Vertical Ocean Physics (ZDF) 183

10.1 Vertical Mixing . . . . . . . . . .o o 184
10.1.1 Constant (key_zdfest) . . ... ... ... ........ 184
10.1.2 Richardson Number Dependent (key_zdfric) . . . .. .. 185
10.1.3 TKE Turbulent Closure Scheme (key_zdftke) . . . . . . . 186
10.1.4 TKE discretization considerations (key_zdftke) . . . . . . 191
10.1.5 GLS Generic Length Scale (key_zdfgls) . . . . . . .. .. 193
10.1.6 K Profile Parametrisation (KPP) (key_zdfkpp) . . . . .. 195

10.2 Convection . . . . . . . . . i e 195
10.2.1 Non-Penetrative Convective Adjustment (In_tranpc) . . . 196
10.2.2 Enhanced Vertical Diffusion (In_zdfevd) . . . . .. .. .. 197
10.2.3 Turbulent Closure Scheme (key_zdftke or key_zdfgls) . . 198

10.3 Double Diffusion Mixing (key_zdfddm) . . . . . ... ... ... 198

10.4 Bottom and top Friction (zdfbfr) . . . . . . . .. ... ... ... 200
10.4.1 Linear Bottom Friction (nn_botfr=0or1) . ... .. .. 201
10.4.2 Non-Linear Bottom Friction (nn_botfr=2) . ... .. .. 202
10.4.3 Bottom Friction stability considerations . . . . . ... .. 203
10.4.4 Implicit Bottom Friction (In_bfrimp=T) . . . . . . .. .. 204
10.4.5 Bottom Friction with split-explicit time splitting (In_bfrimp=F)204

10.5 Tidal Mixing (key_zdftmx) . . . . . . ... .. ... ... .... 205
10.5.1 Bottom intensified tidal mixing . . . ... ... ... .. 206
10.5.2 Indonesian area specific treatment (In_zdftmx_itf) . . . . . 207

11 Ouput and Diagnostics (I0M, DIA, TRD, FLO) 209
11.1 Old Model Output (default or key dimgout) . . . . . . . ... .. 210
11.2 Standard model Output (IOM) . . . . ... ... ... .. .... 210

11.2.1 XIOS:theIOSERVER . . ... . ... ... ...... 212
11.2.2 Practicalissues . . . . .. .. ... ... ... ...... 213
11.2.3 XML fundamentals . . . . .. ... ... ... ...... 214
11.2.4 Detailed functionalities . . ... ... .. ... ..... 217
11.2.5 XML referencetables . .. ... ... .......... 220
11.2.6 CF metadata standard compliance . . . . ... ... ... 227

11.3 NetCDF4 Support (key netedf4) . . . . . . ... ... ... ... 227

11.4 Tracer/Dynamics Trends (TRD) . . . ... ... ... ... ... 230

11.5 On-line Floats trajectories (FLO) (key floats) . . . . . ... ... 231

11.6 Harmonic analysis of tidal constituents (key_diaharm) . . . . . . 232



vi

11.7 Transports across sections (key_diadet) . . . . .. ... ... .. 233
11.8 Other Diagnostics (key_diahth, key diaarS). . . . . . ... ... 236
11.9 Diagnosing the Steric effect in sea surface height . . . . ... .. 236

12 Observation and model comparison (OBS) 241
12.1 Running the observation operator code example . . . . . . .. .. 242
12.2 Technical details . . . . . . ... ... ... ... ........ 244
12.2.1 Profile feedback type observation file header . . . . . . . 245

12.2.2 Sea level anomaly feedback type observation file header . 247
12.2.3 Sea surface temperature feedback type observation file hea-

der . .. 249

12.3 Theoretical details . . . . . . .. ... ... ... ... .. ... 250
12.3.1 Horizontal interpolation methods . . . . . ... ... .. 250

1232 Gridsearch . . . . .. ... ... L oL 251

12.3.3 Parallel aspects of horizontal interpolation . . . . . . . .. 252

12.3.4 Vertical interpolation operator . . . . . .. ... ... .. 255

12.4 Offline observation operator . . . . . . . . . . .. ... ..... 256
1241 Concept . . . . . v v i 256

12.4.2 Using the offline observation operator . . . . . . ... .. 256

12.4.3 Configuring the offline observation operator . . . . . . . . 257

12.4.4 Advancedusage . . ... ... .............. 260

12.5 Observation Utilities . . . . . . .. . ... ... ... ...... 262
12.5.1 Obstools . . . . . . . .. . 262

12.5.2 building the obstools . . . . . . ... ... ... ... 265

1253 Dataplot . . . . . . . . . . . e 265

13 Apply assimilation increments (ASM) 267
13.1 Directinitialization . . . . . . . .. ... ... ... ... ..., 268
13.2 Incremental Analysis Updates . . . .. ... ... ........ 268
13.3 Divergence damping initialisation . . . . ... ... .. ... .. 269
13.4 Implementationdetails . . . ... ... ... ........... 269

14 Stochastic parametrization of EOS (STO) 271
15 Miscellaneous Topics 273
15.1 Representation of Unresolved Straits . . . . . . . .. ... .... 274
15.1.1 Hand made geometry changes . . . . ... ... ... .. 274

15.1.2 Cross Land Advection (tracla.F90) . . . .. ... . ... 276

15.2 Closed seas (closea.F90) . . . . . .. .. ... ... ....... 276
15.3 Sub-Domain Functionality (jpizoom, jpjzoom) . . . . . . . .. .. 276
15.3.1 Simple subsetting of input files via netCDF attributes . . . 276

15.4 Accelerating the Convergence (nn.acc=1) . .. ... ... ... 278
15.5 Accuracy and Reproducibility (lib_fortran.F90) . . . . . . . . .. 279

15.5.1 Issues with intrinsinc SIGN function (key_nosignedzero) 279



vii

16

15.5.2 MPPreproducibility . . ... ... ... ... ... ... 280
1553 MPPscalability . . . . ... ... ... ... ... 281
15.6 Model Optimisation, Control Print and Benchmark . . . . . . .. 281
15.7 Ellipticsolvers (SOL) . . . . . . . . . ... ... ... 282
15.7.1 Successive Over Relaxation (nn_solv=2, solsor.F90) . . . 283
15.7.2 Preconditioned Conjugate Gradient (nn_solv=1, solpcg.F90)
............................... 285
Configurations 287
16.1 Introduction . . . . . . . . . . ... 288
16.2 Water column model : 1D model (C1D) (key_c¢ld) . ... .. .. 288
16.3 ORCA family : global ocean with tripolar grid . . . . ... ... 289
16.3.1 ORCAtripolargrid . . . . . . .. ... ... ... .... 289
16.3.2 ORCA pre-defined resolution . . . . .. ... ... ... 290
16.4 GYRE family : double gyrebasin . . . .. ... ......... 292
16.5 EEL family : periodic channel . . . . .. ... ... ... .... 293
16.6 AMM : atlantic margin configuration . . . ... ... ... ... 294
Curvilinear s—Coordinate Equations 295
A.1 The chain rule for s—coordinates . . . . .. ... ... ...... 296
A.2 Continuity Equation in s—coordinates . . . . . . ... ... ... 296
A.3 Momentum Equation in s—coordinate . . . . ... ... ... .. 298
A4 TracerEquation . . . . .. ... ... ... ... 302
Appendix B : Diffusive Operators 303
B.1 Horizontal/Vertical 2nd Order Tracer Diffusive Operators . . . . . 304
B.2 Iso/diapycnal 2nd Order Tracer Diffusive Operators . . . . . . . . 306
B.3 Lateral/Vertical Momentum Diffusive Operators . . . . . . . ... 308
Discrete Invariants of the Equations 311
C.1 Introduction/Notations . . . . . . . ... ... ... ....... 312
C.2 Continuous conservation . . . . . . . . . . . ... 313
C.3 Discrete total energy conservation : vector invariant form . . . . . 316
C.3.1 Total energy conservation . . . .. .. .......... 316
C.3.2  Vorticity term (coriolis + vorticity part of the advection) . 316
C.3.3 Pressure Gradient Term . . . . . . ... ... ... .... 320
C.4 Discrete total energy conservation : flux form . . . ... .. ... 322
C.4.1 Total energy conservation . . . . . .. ... ....... 322
C.4.2 Coriolis and advection terms : flux form . . . . . . . . .. 323
C.5 Discrete enstrophy conservation . . . . . .. ... ........ 324
C.6 Conservation Properties on Tracers . . . . . . ... ... ..... 326
C.6.1 AdvectionTerm. .. .. ... ... ... ......... 326
C.7 Conservation Properties on Lateral Momentum Physics . . . . . . 327

C.7.1 Conservation of Potential Vorticity . . . . . .. ... ... 327



viii

C.7.2 Dissipation of Horizontal Kinetic Energy . . . . . . . ..
C.7.3 Dissipation of Enstrophy . . . . . ... ... .......
C.7.4 Conservation of Horizontal Divergence . . . .. ... ..
C.7.5 Dissipation of Horizontal Divergence Variance . . . . . .
C.8 Conservation Properties on Vertical Momentum Physics . . . . . .
C.9 Conservation Properties on Tracer Physics . . . . . ... ... ..
C.9.1 Conservation of Tracers . . . . . ... ... ... ....
C.9.2 Dissipation of Tracer Variance . . . . ... ... ... ..

Coding Rules

D.1 The program structure . . . . . . . . . .. ... ...
D.2 Coding conventions . . . . . . . . . ... ...
D.3 Naming Conventions . . . . . . . . . . ...
D.4 The program structure . . . . . . . . . . ...

Iso-neutral diffusion and eddy advection using triads

E.1 Choice of namtra_ldf namelist parameters . . . . . ... ... ..

E.2 Triad formulation of iso-neutral diffusion . . . .. ... ... ..
E.2.1 The iso-neutral diffusion operator . . . . ... ... ...
E.2.2 The standard discretization . . . . . . .. ... ... ...
E.2.3 Expression of the skew-flux in terms of triad slopes . . . .
E24 Thefull triad fluxes . . . . . .. ... ... ... .....
E.2.5 Ensuring the scheme does not increase tracer variance . .
E.2.6 Triad volumes in Griffes’s scheme and in NEMO . . . . .
E.2”7 Summary of thescheme . ... ... ... ........
E.2.8 Treatment of the triads at the boundaries . . . . . . . ...
E.2.9 Limiting of the slopes within the interior . . . . . .. ..
E.2.10 Tapering within the surface mixed layer . . . . . . .. ..

E.3 Eddy induced advection formulated as a skew flux . . . . . .. ..
E.3.1 The continuous skew flux formulation . . . . . ... ...
E.3.2 The discrete skew flux formulation. . . . . ... .. ...
E.3.3 Treatment of the triads at the boundaries . . . . . . .. ..
E.3.4 Limiting of the slopes within the interior . . . . . .. ..
E.3.5 Tapering within the surface mixed layer . . . . . ... ..
E.3.6 Streamfunction diagnostics . . . . . . ... ... .. ...

335
336
336
338
339



Abstract / Résumé

The ocean engine of NEMO (Nucleus for European Modelling of the Ocean) is a pri-
mitive equation model adapted to regional and global ocean circulation problems. It is
intended to be a flexible tool for studying the ocean and its interactions with the others
components of the earth climate system over a wide range of space and time scales. Pro-
gnostic variables are the three-dimensional velocity field, a linear or non-linear sea surface
height, the temperature and the salinity. In the horizontal direction, the model uses a cur-
vilinear orthogonal grid and in the vertical direction, a full or partial step z-coordinate, or
s-coordinate, or a mixture of the two. The distribution of variables is a three-dimensional
Arakawa C-type grid. Various physical choices are available to describe ocean physics, in-
cluding TKE, GLS and KPP vertical physics. Within NEMO, the ocean is interfaced with a
sea-ice model (LIM v2 and v3), passive tracer and biogeochemical models (TOP) and, via
the OASIS coupler, with several atmospheric general circulation models. It also support
two-way grid embedding via the AGRIF software.

Le moteur océanique de NEMO (Nucleus for European Modelling of the Ocean) est
un modele aux équations primitives de la circulation océanique régionale et globale. Il se
veut un outil flexible pour étudier sur un vaste spectre spatiotemporel 1’océan et ses inter-
actions avec les autres composantes du systeme climatique terrestre. Les variables pronos-
tiques sont le champ tridimensionnel de vitesse, une hauteur de la mer linéaire ou non, la
temperature et la salinité. La distribution des variables se fait sur une grille C d’ Arakawa
tridimensionnelle utilisant une coordonnée verticale z a niveaux entiers ou partiels, ou une
coordonnée s, ou encore une combinaison des deux. Différents choix sont proposés pour
décrire la physique océanique, incluant notamment des physiques verticales TKE, GLS et
KPP. A travers I'infrastructure NEMO, 1’océan est interfacé avec des modeles de glace de
mer, de biogéochimie et de traceurs passifs, et, via le coupleur OASIS, a plusieurs modeles
de circulation générale atmosphérique. Il supporte également I’emboitement interactif de
maillages via le logiciel AGRIF.






Disclaimer

Like all components of NEMO, the ocean component is developed under the
CECILL license, which is a French adaptation of the GNU GPL (General Public
License). Anyone may use it freely for research purposes, and is encouraged to
communicate back to the NEMO team its own developments and improvements.
The model and the present document have been made available as a service to the
community. We cannot certify that the code and its manual are free of errors. Bugs
are inevitable and some have undoubtedly survived the testing phase. Users are
encouraged to bring them to our attention. The author assumes no responsibility
for problems, errors, or incorrect usage of NEMO.

NEMO reference in papers and other publications is as follows :
Madec, G., and the NEMO team, 2008 : NEMO ocean engine. Note du Pdle

de modélisation, Institut Pierre-Simon Laplace (IPSL), France, No 27, ISSN No
1288-1619.

Additional information can be found on nemo-ocean.eu website.


http://www.nemo-ocean.eu/




Introduction

The Nucleus for European Modelling of the Ocean (NEMO) is a framework of
ocean related engines, namely OPA! for the ocean dynamics and thermodynamics,
LIM? for the sea-ice dynamics and thermodynamics, TOP? for the biogeochemistry
(both transport (TRP) and sources minus sinks (LOBSTER, PISCES)*. It is inten-
ded to be a flexible tool for studying the ocean and its interactions with the other
components of the earth climate system (atmosphere, sea-ice, biogeochemical tra-
cers, ...) over a wide range of space and time scales. This documentation provides
information about the physics represented by the ocean component of NEMO and
the rationale for the choice of numerical schemes and the model design. More spe-
cific information about running the model on different computers, or how to set up
a configuration, are found on the NEMO web site (www.nemo-ocean.eu).

The ocean component of NEMO has been developed from the OPA model, re-
lease 8.2, described in ?. This model has been used for a wide range of applications,
both regional or global, as a forced ocean model and as a model coupled with the
atmosphere. A complete list of references is found on the NEMO web site.

This manual is organised in as follows. Chapter 2 presents the model basics, 7.e.
the equations and their assumptions, the vertical coordinates used, and the subgrid
scale physics. This part deals with the continuous equations of the model (primi-
tive equations, with potential temperature, salinity and an equation of state). The
equations are written in a curvilinear coordinate system, with a choice of vertical
coordinates (z or s, with the rescaled height coordinate formulation z*, or s*). Mo-
mentum equations are formulated in the vector invariant form or in the flux form.
Dimensional units in the meter, kilogram, second (MKS) international system are

'OPA = Océan PArallélisé

2LIM= Louvain)la-neuve Ice Model

3TOP = Tracer in the Ocean Paradigm

“Both LOBSTER and PISCES are not acronyms just name
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used throughout.

The following chapters deal with the discrete equations. Chapter 3 presents
the time domain. The model time stepping environment is a three level scheme in
which the tendency terms of the equations are evaluated either centered in time, or
forward, or backward depending of the nature of the term. Chapter 4 presents the
space domain. The model is discretised on a staggered grid (Arakawa C grid) with
masking of land areas. Vertical discretisation used depends on both how the bottom
topography is represented and whether the free surface is linear or not. Full step
or partial step z-coordinate or s- (terrain-following) coordinate is used with linear
free surface (level position are then fixed in time). In non-linear free surface, the
corresponding rescaled height coordinate formulation (z* or s*) is used (the level
position then vary in time as a function of the sea surface heigh). The following two
chapters (5 and 6) describe the discretisation of the prognostic equations for the
active tracers and the momentum. Explicit, split-explicit and filtered free surface
formulations are implemented. A number of numerical schemes are available for
momentum advection, for the computation of the pressure gradients, as well as
for the advection of tracers (second or higher order advection schemes, including
positive ones).

Surface boundary conditions (chapter 7) can be implemented as prescribed
fluxes, or bulk formulations for the surface fluxes (wind stress, heat, freshwater).
The model allows penetration of solar radiation There is an optional geothermal
heating at the ocean bottom. Within the NEMO system the ocean model is inter-
actively coupled with a sea ice model (LIM) and with biogeochemistry models
(PISCES, LOBSTER). Interactive coupling to Atmospheric models is possible via
the OASIS coupler [?]. Two-way nesting is also available through an interface to
the AGRIF package (Adaptative Grid Refinement in FORTRAN) [?]. The interface
code for coupling to an alternative sea ice model (CICE, ?) has now been upgraded
so that it works for both global and regional domains, although AGRIF is still not
available.

Other model characteristics are the lateral boundary conditions (chapter 8).
Global configurations of the model make use of the ORCA tripolar grid, with spe-
cial north fold boundary condition. Free-slip or no-slip boundary conditions are
allowed at land boundaries. Closed basin geometries as well as periodic domains
and open boundary conditions are possible.

Physical parameterisations are described in chapters 9 and 10. The model in-
cludes an implicit treatment of vertical viscosity and diffusivity. The lateral Lapla-
cian and biharmonic viscosity and diffusion can be rotated following a geopotential
or neutral direction. There is an optional eddy induced velocity [?] with a space and
time variable coefficient ?. The model has vertical harmonic viscosity and diffusion
with a space and time variable coefficient, with options to compute the coefficients
with 2, 2, ?, or ? mixing schemes.



CPP keys and namelists are used for inputs to the code.

CPP keys

Some CPP keys are implemented in the FORTRAN code to allow code selection at
compiling step. This selection of code at compilation time reduces the reliability of
the whole platform since it changes the code from one set of CPP keys to the other.
It is used only when the addition/suppression of the part of code highly changes
the amount of memory at run time. Usual coding looks like :

#if defined key_optionl

This part of the FORTRAN code will be active

only if key_optionl is activated at compiling step
#endif
Namelists

The namelist allows to input variables (character, logical, real and integer) into

the code. There is one namelist file for each component of NEMO (dynamics, sea-
ice, biogeochemistry...) containing all the FOTRAN namelists needed. The imple-
mentation in NEMO uses a two step process. For each FORTRAN namelist, two

files are read :

1. A reference namelist (in CONFIG/SHARED/namelist_ref ) is read first. This
file contains all the namelist variables which are initialised to default values

2. A configuration namelist ( in CONFIG/CFG_NAME/EXP00O/namelist_cfg )
is read aferwards. This file contains only the namelist variables which are
changed from default values, and overwrites those.

A template can be found in NEMO/OPA_SRC/module.example The effective na-
melist, taken in account during the run, is stored at execution time in an out-
put_namelist_dyn (or _ice or _top) file.

Model outputs management and specific online diagnostics are described in
chapters 11. The diagnostics includes the output of all the tendencies of the mo-
mentum and tracers equations, the output of tracers tendencies averaged over the
time evolving mixed layer, the output of the tendencies of the barotropic vorticity
equation, the computation of on-line floats trajectories... Chapter 12 describes a
tool which reads in observation files (profile temperature and salinity, sea surface
temperature, sea level anomaly and sea ice concentration) and calculates an in-
terpolated model equivalent value at the observation location and nearest model
timestep. Originally developed of data assimilation, it is a fantastic tool for model
and data comparison. Chapter 13 describes how increments produced by data as-
similation may be applied to the model equations. Finally, Chapter 16 provides a
brief introduction to the pre-defined model configurations (water column model,
ORCA and GYRE families of configurations).

The model is implemented in FORTRAN 90, with preprocessing (C-pre-processor).
It runs under UNIX. It is optimized for vector computers and parallelised by do-
main decomposition with MPIL. All input and output is done in NetCDF (Network
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TAB. 1.1: Organization of Chapters mimicking the one of the model directories.

Chapter 3 | - model time STePping environment

Chapter4 | DOM | model DOMain

Chapter 5 | TRA | TRAcer equations (potential temperature and salinity)
Chapter 6 | DYN | DYNamic equations (momentum)

Chapter 7 | SBC | Surface Boundary Conditions

Chapter 8 | LBC | Lateral Boundary Conditions (also OBC and BDY)
Chapter 9 | LDF | Lateral DiFfusion (parameterisations)

Chapter 10 | ZDF | vertical (Z) DiFfusion (parameterisations)

Chapter 11 | DIA | I/O and DIAgnostics (also IOM, FLO and TRD)
Chapter 12 | OBS | OBServation and model comparison

Chapter 13 | ASM | ASsiMilation increment

Chapter 15 | SOL | Miscellaneous topics (including solvers)

Chapter 16 | - predefined configurations (including C1D)

Common Data Format) with a optional direct access format for output. To ensure
the clarity and readability of the code it is necessary to follow coding rules. The
coding rules for OPA include conventions for naming variables, with different star-
ting letters for different types of variables (real, integer, parameter. .. ). Those rules
are briefly presented in Appendix D and a more complete document is available on
the NEMO web site.

The model is organized with a high internal modularity based on physics. For
example, each trend (¢.e., a term in the RHS of the prognostic equation) for mo-
mentum and tracers is computed in a dedicated module. To make it easier for the
user to find his way around the code, the module names follow a three-letter rule.
For example, traldf.F90 is a module related to the TRAcers equation, computing
the Lateral DiFfussion. Furthermore, modules are organized in a few directories
that correspond to their category, as indicated by the first three letters of their name
(Tab. 1.1).

The manual mirrors the organization of the model. After the presentation of the
continuous equations (Chapter 2), the following chapters refer to specific terms of
the equations each associated with a group of modules (Tab. 1.1).

Changes between releases

NEMOY/OPA, like all research tools, is in perpetual evolution. The present do-
cument describes the OPA version include in the release 3.4 of NEMO. This release
differs significantly from version 8, documented in ?.

e The main modifications from OPA v8 and NEMO/OPA v3.2 are :



1. transition to full native FORTRAN 90, deep code restructuring and drastic
reduction of CPP keys ;

2. introduction of partial step representation of bottom topography [2??] ;

3. partial reactivation of a terrain-following vertical coordinate (s- and hybrid

s-z) with the addition of several options for pressure gradient computation
5.

]

4. more choices for the treatment of the free surface : full explicit, split-explicit
or filtered schemes, and suppression of the rigid-lid option ;

5. non linear free surface associated with the rescaled height coordinate z* or
AN

6. additional schemes for vector and flux forms of the momentum advection ;

7. additional advection schemes for tracers ;

8. implementation of the AGRIF package (Adaptative Grid Refinement in FOR-
TRAN) [?];

9. online diagnostics : tracers trend in the mixed layer and vorticity balance ;
10. rewriting of the I/O management with the use of an I/O server ;

11. generalized ocean-ice-atmosphere-CO2 coupling interface, interfaced with
OASIS 3 coupler;

12. surface module (SBC) that simplify the way the ocean is forced and include
two bulk formulea (CLIO and CORE) and which includes an on-the-fly in-
terpolation of input forcing fields ;

13. RGB light penetration and optional use of ocean color

14. major changes in the TKE schemes : it now includes a Langmuir cell pa-
rameterization [?], the ? surface wave breaking parameterization, and has a
time discretization which is energetically consistent with the ocean model
equations [??];

15. tidal mixing parametrisation (bottom intensification) + Indonesian specific
tidal mixing [?];

16. introduction of LIM-3, the new Louvain-la-Neuve sea-ice model (C-grid
rheology and new thermodynamics including bulk ice salinity) [??]

e The main modifications from NEMO/OPA v3.2 and v3.3 are :

1. introduction of a modified leapfrog-Asselin filter time stepping scheme [?] ;

>Partial support of s-coordinate : there is presently no support for neutral physics in s- coordinate
and for the new options for horizontal pressure gradient computation with a non-linear equation of
state.



10 Introduction

2. additional scheme for iso-neutral mixing [?], although it is still a "work in
progress”;

3. arewriting of the bottom boundary layer scheme, following ? ;
4. addition of a Generic Length Scale vertical mixing scheme, following ? ;

5. addition of the atmospheric pressure as an external forcing on both ocean
and sea-ice dynamics ;

6. addition of a diurnal cycle on solar radiation [?];

7. river runoffs added through a non-zero depth, and having its own temperature
and salinity ;

8. CORE II normal year forcing set as the default forcing of ORCA2-LIM
configuration ;

9. generalisation of the use of fldread.F90 for all input fields (ocean climato-
logy, sea-ice damping...) ;

10. addition of an on-line observation and model comparison (thanks to NEMO-
VAR project) ;

11. optional application of an assimilation increment (thanks to NEMOVAR pro-
ject);

12. coupling interface adjusted for WRF atmospheric model ;

13. C-grid ice rheology now available fro both LIM-2 and LIM-3 [?];

14. LIM-3 ice-ocean momentum coupling applied to LIM-2 ;

15. adeep re-writting and simplification of the off-line tracer component (OFF_SRC) ;

16. the merge of passive and active advection and diffusion modules ;

17. Use of the Flexible Configuration Manager (FCM) to build configurations,
generate the Makefile and produce the executable ;

18. Linear-tangent and Adjoint component (TAM) added, phased with v3.0

In addition, several minor modifications in the coding have been introduced with
the constant concern of improving the model performance.

e The main modifications from NEMO/OPA v3.3 and v3.4 are :

finalisation of above iso-neutral mixing [?]”;
”Neptune effect” parametrisation ;

horizontal pressure gradient suitable for s-coordinate ;

Sl

semi-implicit bottom friction ;
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finalisation of the merge of passive and active tracers advection-diffusion
modules ;

a new bulk formulae (so-called MFS) ;
use fldread for the off-line tracer component (OFF_SRC) ;
use MPI point to point communications for north fold ;

diagnostic of transport ;
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Primitive Equations

Vector Invariant Formulation

The ocean is a fluid that can be described to a good approximation by the primi-
tive equations, 7.e. the Navier-Stokes equations along with a nonlinear equation of
state which couples the two active tracers (temperature and salinity) to the fluid ve-
locity, plus the following additional assumptions made from scale considerations :

(1) spherical earth approximation : the geopotential surfaces are assumed to
be spheres so that gravity (local vertical) is parallel to the earth’s radius

(2) thin-shell approximation : the ocean depth is neglected compared to the
earth’s radius

(3) turbulent closure hypothesis : the turbulent fluxes (which represent the ef-
fect of small scale processes on the large-scale) are expressed in terms of large-
scale features

(4) Boussinesq hypothesis : density variations are neglected except in their
contribution to the buoyancy force

(5) Hydrostatic hypothesis : the vertical momentum equation is reduced to a ba-
lance between the vertical pressure gradient and the buoyancy force (this removes
convective processes from the initial Navier-Stokes equations and so convective
processes must be parameterized instead)

(6) Incompressibility hypothesis : the three dimensional divergence of the ve-
locity vector is assumed to be zero.

Because the gravitational force is so dominant in the equations of large-scale
motions, it is useful to choose an orthogonal set of unit vectors (i,j,k) linked to the
earth such that k is the local upward vector and (i,j) are two vectors orthogonal to
k, i.e. tangent to the geopotential surfaces. Let us define the following variables :
U the vector velocity, U = Uj, 4+ wk (the subscript ~ denotes the local horizontal
vector, i.e. over the (i,j) plane), T" the potential temperature, .S the salinity, p the
in situ density. The vector invariant form of the primitive equations in the (i,j,k)
vector system provides the following six equations (namely the momentum ba-
lance, the hydrostatic equilibrium, the incompressibility equation, the heat and salt
conservation equations and an equation of state) :

ouU 1 1
(Tth:_ (VxU)x U+ 3V (U%)| ~[kxUy~—Vip+DY+FY
h Po
(2.1a)
5,
8%’ = pg (2.1b)

V-U=0 (2.1c)
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or

E:—V-(TU)JFDTJFFT (2.1d)
%f =-V-(SU)+ D%+ F? (2.1e)
p=p(T,S,p) (2.19)

where V is the generalised derivative vector operator in (i, j, k) directions, ¢ is the
time, z is the vertical coordinate, p is the in sifu density given by the equation of
state (2.1f), p, is a reference density, p the pressure, f = 2€2-k is the Coriolis acce-
leration (where €2 is the Earth’s angular velocity vector), and ¢ is the gravitational
acceleration. DY, DT and D* are the parameterisations of small-scale physics for
momentum, temperature and salinity, and FY, F” and F° surface forcing terms.
Their nature and formulation are discussed in §2.5 and page §2.1.2.

Boundary Conditions

An ocean is bounded by complex coastlines, bottom topography at its base and
an air-sea or ice-sea interface at its top. These boundaries can be defined by two
surfaces, z = —H(i,j) and z = n(i,j, k,t), where H is the depth of the ocean
bottom and 7 is the height of the sea surface. Both H and 7 are usually referen-
ced to a given surface, = = 0, chosen as a mean sea surface (Fig. 2.1). Through
these two boundaries, the ocean can exchange fluxes of heat, fresh water, salt, and
momentum with the solid earth, the continental margins, the sea ice and the atmos-
phere. However, some of these fluxes are so weak that even on climatic time scales
of thousands of years they can be neglected. In the following, we briefly review the
fluxes exchanged at the interfaces between the ocean and the other components of
the earth system.

Land - ocean interface : the major flux between continental margins and the ocean
is a mass exchange of fresh water through river runoff. Such an exchange
modifies the sea surface salinity especially in the vicinity of major river
mouths. It can be neglected for short range integrations but has to be taken
into account for long term integrations as it influences the characteristics of
water masses formed (especially at high latitudes). It is required in order to
close the water cycle of the climate system. It is usually specified as a fresh
water flux at the air-sea interface in the vicinity of river mouths.

Solid earth - ocean interface : heat and salt fluxes through the sea floor are small,
except in special areas of little extent. They are usually neglected in the mo-
del '. The boundary condition is thus set to no flux of heat and salt across

'In fact, it has been shown that the heat flux associated with the solid Earth cooling (i.e.the
geothermal heating) is not negligible for the thermohaline circulation of the world ocean (see 5.4.3).
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n(ij.t)

>

l,]

F1G. 2.1: The ocean is bounded by two surfaces, 2 = —H (i, ) and z = 7(i, j,t),
where H is the depth of the sea floor and 7 the height of the sea surface. Both H and
7 are referenced to z = 0.

solid boundaries. For momentum, the situation is different. There is no flow
across solid boundaries, i.e. the velocity normal to the ocean bottom and
coastlines is zero (in other words, the bottom velocity is parallel to solid
boundaries). This kinematic boundary condition can be expressed as :

w=-U, -V, (H) 2.2)

In addition, the ocean exchanges momentum with the earth through frictional
processes. Such momentum transfer occurs at small scales in a boundary
layer. It must be parameterized in terms of turbulent fluxes using bottom
and/or lateral boundary conditions. Its specification depends on the nature of
the physical parameterisation used for DY in (2.1a). It is discussed in §2.5.1,
page 34.

Atmosphere - ocean interface : the kinematic surface condition plus the mass
flux of fresh water PE (the precipitation minus evaporation budget) leads
to:

In
w="ST L Ul Va(n) + P E 23)
The dynamic boundary condition, neglecting the surface tension (which re-
moves capillary waves from the system) leads to the continuity of pressure
across the interface z = 1. The atmosphere and ocean also exchange hori-

zontal momentum (wind stress), and heat.

Sea ice - ocean interface : the ocean and sea ice exchange heat, salt, fresh wa-
ter and momentum. The sea surface temperature is constrained to be at the
freezing point at the interface. Sea ice salinity is very low (~ 4 — 6 psu)
compared to those of the ocean (~ 34 psu). The cycle of freezing/melting is
associated with fresh water and salt fluxes that cannot be neglected.
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The Horizontal Pressure Gradient

Pressure Formulation

The total pressure at a given depth z is composed of a surface pressure ps
at a reference geopotential surface (z = 0) and a hydrostatic pressure pj such
that : p(i, 7, k,t) = ps(i,4,t) + pr(i, J, k, t). The latter is computed by integrating
(2.1b), assuming that pressure in decibars can be approximated by depth in meters
in (2.1f). The hydrostatic pressure is then given by :

<=0

Ph (i7j7zvt) = / g ,O(T, S,§) ds (24)
<

=z

Two strategies can be considered for the surface pressure term : (a) introduce of a
new variable 7, the free-surface elevation, for which a prognostic equation can be
established and solved ; (b) assume that the ocean surface is a rigid lid, on which
the pressure (or its horizontal gradient) can be diagnosed. When the former stra-
tegy is used, one solution of the free-surface elevation consists of the excitation
of external gravity waves. The flow is barotropic and the surface moves up and
down with gravity as the restoring force. The phase speed of such waves is high
(some hundreds of metres per second) so that the time step would have to be very
short if they were present in the model. The latter strategy filters out these waves
since the rigid lid approximation implies 7 = 0, i.e. the sea surface is the surface
z = 0. This well known approximation increases the surface wave speed to infinity
and modifies certain other longwave dynamics (e.g. barotropic Rossby or plane-
tary waves). The rigid-lid hypothesis is an obsolescent feature in modern OGCMs.
It has been available until the release 3.1 of NEMO, and it has been removed in
release 3.2 and followings. Only the free surface formulation is now described in
the this document (see the next sub-section).

Free Surface Formulation

In the free surface formulation, a variable 7, the sea-surface height, is introdu-
ced which describes the shape of the air-sea interface. This variable is solution of
a prognostic equation which is established by forming the vertical average of the
kinematic surface condition (2.2) :

on —
a:—D+P—E where D =V - [(H + 1) Uy, | (2.5)
and using (2.1b) the surface pressure is given by : ps = pgn.

Allowing the air-sea interface to move introduces the external gravity waves
(EGWs) as a class of solution of the primitive equations. These waves are barotro-
pic because of hydrostatic assumption, and their phase speed is quite high. Their
time scale is short with respect to the other processes described by the primitive
equations.
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Two choices can be made regarding the implementation of the free surface in
the model, depending on the physical processes of interest.

o If one is interested in EGWs, in particular the tides and their interaction with
the baroclinic structure of the ocean (internal waves) possibly in shallow seas, then
a non linear free surface is the most appropriate. This means that no approxima-
tion is made in (2.5) and that the variation of the ocean volume is fully taken into
account. Note that in order to study the fast time scales associated with EGWs it
is necessary to minimize time filtering effects (use an explicit time scheme with
very small time step, or a split-explicit scheme with reasonably small time step,
see §6.5.1 or §6.5.2.

o If one is not interested in EGW but rather sees them as high frequency noise,
it is possible to apply an explicit filter to slow down the fastest waves while not al-
tering the slow barotropic Rossby waves. If further, an approximative conservation
of heat and salt contents is sufficient for the problem solved, then it is sufficient to
solve a linearized version of (2.5), which still allows to take into account freshwater
fluxes applied at the ocean surface [?].

The filtering of EGWs in models with a free surface is usually a matter of
discretisation of the temporal derivatives, using the time splitting method [??] or
the implicit scheme [?]. In NEMO, we use a slightly different approach developed
by ? : the damping of EGWs is ensured by introducing an additional force in the
momentum equation. (2.1a) becomes :

L =M~ gV (51) g TV (5.0m) .6
where T, is a parameter with dimensions of time which characterizes the force,
p = p/po is the dimensionless density, and M represents the collected contribu-
tions of the Coriolis, hydrostatic pressure gradient, non-linear and viscous terms in
(2.1a).

The new force can be interpreted as a diffusion of vertically integrated volume
flux divergence. The time evolution of D is thus governed by a balance of two
terms, —g A nand g 7. A D, associated with a propagative regime and a diffusive
regime in the temporal spectrum, respectively. In the diffusive regime, the EGWs
no longer propagate, i.e. they are stationary and damped. The diffusion regime ap-
plies to the modes shorter than 7. For longer ones, the diffusion term vanishes.
Hence, the temporally unresolved EGWs can be damped by choosing 7, > At. ?
demonstrate that (2.6) can be integrated with a leap frog scheme except the additio-
nal term which has to be computed implicitly. This is not surprising since the use
of a large time step has a necessarily numerical cost. Two gains arise in compari-
son with the previous formulations. Firstly, the damping of EGWs can be quantified
through the magnitude of the additional term. Secondly, the numerical scheme does
not need any tuning. Numerical stability is ensured as soon as T, > At.

When the variations of free surface elevation are small compared to the thick-
ness of the first model layer, the free surface equation (2.5) can be linearized. As
emphasized by ? the linearization of (2.5) has consequences on the conservation of
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salt in the model. With the nonlinear free surface equation, the time evolution of
the total salt content is

&/Sm—/S——D+P E) ds 2.7)

where S is the salinity, and the total salt is integrated over the whole ocean volume
D,, bounded by the time-dependent free surface. The right hand side (which is
an integral over the free surface) vanishes when the nonlinear equation (2.5) is
satisfied, so that the salt is perfectly conserved. When the free surface equation
is linearized, ? show that the total salt content integrated in the fixed volume D
(bounded by the surface z = 0) is no longer conserved :

_ In
at/de /S —ds (2.8)

The right hand side of (2.8) is small in equilibrium solutions [?]. It can be
significant when the freshwater forcing is not balanced and the globally averaged
free surface is drifting. An increase in sea surface height n results in a decrease of
the salinity in the fixed volume D. Even in that case though, the total salt integrated
in the variable volume D), varies much less, since (2.8) can be rewritten as

0 0
61€/de_61€ /de+/5’nd8 / —ds (2.9
Dn

Although the total salt content is not exactly conserved with the linearized free
surface, its variations are driven by correlations of the time variation of surface sali-
nity with the sea surface height, which is a negligible term. This situation contrasts
with the case of the rigid lid approximation in which case freshwater forcing is
represented by a virtual salt flux, leading to a spurious source of salt at the ocean
surface [?7?].
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Curvilinear z-coordinate System

Tensorial Formalism

In many ocean circulation problems, the flow field has regions of enhanced
dynamics (i.e. surface layers, western boundary currents, equatorial currents, or
ocean fronts). The representation of such dynamical processes can be improved
by specifically increasing the model resolution in these regions. As well, it may
be convenient to use a lateral boundary-following coordinate system to better re-
present coastal dynamics. Moreover, the common geographical coordinate system
has a singular point at the North Pole that cannot be easily treated in a global
model without filtering. A solution consists of introducing an appropriate coordi-
nate transformation that shifts the singular point onto land [??]. As a consequence,
it is important to solve the primitive equations in various curvilinear coordinate
systems. An efficient way of introducing an appropriate coordinate transform can
be found when using a tensorial formalism. This formalism is suited to any mul-
tidimensional curvilinear coordinate system. Ocean modellers mainly use three-
dimensional orthogonal grids on the sphere (spherical earth approximation), with
preservation of the local vertical. Here we give the simplified equations for this
particular case. The general case is detailed by ? in their survey of the conservation
laws of fluid dynamics.

Let (i,j,k) be a set of orthogonal curvilinear coordinates on the sphere associa-
ted with the positively oriented orthogonal set of unit vectors (i,j,k) linked to the
earth such that k is the local upward vector and (i,j) are two vectors orthogonal to
k, i.e. along geopotential surfaces (Fig.2.2). Let (), ¢, z) be the geographical co-
ordinate system in which a position is defined by the latitude (%, j), the longitude
(4, 7) and the distance from the centre of the earth a + z(k) where a is the earth’s
radius and z the altitude above a reference sea level (Fig.2.2). The local deforma-
tion of the curvilinear coordinate system is given by e, e and es, the three scale

factors :
- 11/2

2 2
e1 = (a+2) (882\ cosgo) + <aaf>

- 11/2

%cos 2+ 8£ i
aj % 9j

er = (a+ z) (2.10)

_ (9=
<=\ ok

Since the ocean depth is far smaller than the earth’s radius, a + 2, can be repla-
ced by a in (2.10) (thin-shell approximation). The resulting horizontal scale factors
e1, e are independent of k& while the vertical scale factor is a single function of
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A

S

F1G. 2.2: the geographical coordinate system (\, ¢, z) and the curvilinear coordinate
system (i,j,k).

k as k is parallel to z. The scalar and vector operators that appear in the primitive
equations (Egs. (2.1a) to (2.1f)) can be written in the tensorial form, invariant in
any orthogonal horizontal curvilinear coordinate system transformation :

1@i 190qg . 10dq

1 8 (62 al) 8 (61 ag) 1 8(13
A= — | = 2.11

Vv €1 €2 [ 01 + 63 + €3 ok ( b)
UxA=| L9 10e 1 0a1 1 0ag
eo 07 e3 Ok e3 Ok e1 01

(2.11¢)

+ 1 8 (62&2) . 8 (elal) k
€1€9 8@ (9]
Ag=V - (Vq) (2.11d)
AA =V (V-A)—-Vx(VxA) (2.11e)

where ¢ is a scalar quantity and A = (aq, az, as) a vector in the (4, 7, k) coordinate
system.
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2.3.2 Continuous Model Equations

In order to express the Primitive Equations in tensorial formalism, it is neces-
sary to compute the horizontal component of the non-linear and viscous terms of
the equation using (2.11a)) to (2.11e). Let us set U = (u,v,w) = Uy + w k, the
velocity in the (4, 7, k) coordinate system and define the relative vorticity ¢ and the
divergence of the horizontal velocity field y, by :

1 [9(e2v) I(e1w)
= ae [ o 0 ] 12
1 [O(eau)  O(e1w)
- [ T } (2.13)

Using the fact that the horizontal scale factors e; and ey are independent of k
and that e3 is a function of the single variable k, the nonlinear term of (2.1a) can
be transformed as follows :

[(V x U) x U+ %V (UQ)]h

1 0u _ Low|, _ 1 (v v’ +w?

B |:638k elai}w v L a%

o\ cu—[Low_1aw] 2 | 1o +v?tw?)
ex 0j e3 Ok s 97

1 8(u2+v2)

Ju wdw _ 1 dw?

_ —Cw +l e1 i +i w? _ | e @ T 2er 05
Cu 2 | 1 0(u*+?) ea \ w L wow 1 dw?
PRy 3 Ok ez 07 2e2 0j

The last term of the right hand side is obviously zero, and thus the nonlinear
term of (2.1a) is written in the (i, 7, k) coordinate system :

1 1 0U
=(kx Uy + 5V (U3) + —w=2 (2.14)

[(v x U) x U+ %v (UQ)} T

h
This is the so-called vector invariant form of the momentum advection term.
For some purposes, it can be advantageous to write this term in the so-called flux
form, i.e. to write it as the divergence of fluxes. For example, the first component
of (2.14) (the ¢-component) is transformed as follows :
1 2\ _ 1 9w +v?) 1 o
[(VXxU)x U453V ()], = (vt 5= = + 50 5F

7

€1 €2 e1e2

=1 (—u“g?i“) + vf’<gju>) + b (e udt tep v @) + L (w Q)
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_ 1 { ( 2862 + ey U%U) + (8(6(%;111) —61U%>

el e %

(P ) ety + (5 o)

1 (6(62W)+3(61uv))+7 O(wu)

= el eo d7

1 _ d(e1v) der O(e2u)\ 1 Bw 2 0ea.
+€1€2< u( 7 UTj U o1 a% +6162 —-v 01

=V -(Uu)—(V-U) u+ ( 2862—|—uva@6]1>

6162

as V - U = 0 (incompressibility) it comes :

= v ' (U u) + 61182 (U aanQ —u (/?;]1> (_’U)

The flux form of the momentum advection term is therefore given by :

(V x U) x U+;V(U2)}

h
_ Uu 1 862 Oe
_v-<Uv>+< e a]>kXUh (2.15)

The flux form has two terms, the first one is expressed as the divergence of
momentum fluxes (hence the flux form name given to this formulation) and the
second one is due to the curvilinear nature of the coordinate system used. The
latter is called the metric term and can be viewed as a modification of the Coriolis
parameter :

1 862 861
f—>f+€162<82— 6j> (2.16)

Note that in the case of geographical coordinate, i.e. when (i,7) — (A, ¢)
and (e1,e2) — (a cosp,a), we recover the commonly used modification of the
Coriolis parameter f — f + (u/a) tan ¢.

To sum up, the curvilinear z-coordinate equations solved by the ocean model
can be written in the following tensorial formalism :
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e Vector invariant form of the momentum equations :

ou 1 0,45 o 1 Ou
e1 01 Po
(2.17a)
ov 10,49 o 1 Ov
or = (N u— g oo (') = Zwgy
—1a.<ps+ph)+D}}+FE
e2 0j Po

o flux form of the momentum equations :

@—4_ f+ 1 %_ %
at ae\lai Yai))"

1 (8(62uu) . G(elvu)> 10 (wu)

B €1 €2 8@ 8] €3 (%
1 0 (ps+pn U U
- | =— D F 2.18
o1 D ( o +D, +F, ( a)

ov 1 Oes Oeq
o (“em (a “w))“

1 <3(62uv) . 8(61111))) 10 (wv)

€1 €2 0i 6] €3 ok
1
1o (ps +ph> + DY+ FY (2.18b)
e2 0] Po

where (, the relative vorticity, is given by (2.12) and ps, the surface pressure, is
given by :
pPgn standard free surface

Ps = (2.19)

0
PgN+ polt 87;7 filtered free surface

with 7 is solution of (2.5)
The vertical velocity and the hydrostatic pressure are diagnosed from the fol-
lowing equations :

ow

7 = —xe3 (2.20)

Opn
ok~ Pges (2.21)
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where the divergence of the horizontal velocity, x is given by (2.13).
® tracer equations :
s T s RS
% _ _61162 [G(e;fu) N 6(655@): B 6138(5'}:}) L DSLFS (223
p=p(T,S,z(k)) (2.24)

The expression of DV, D* and DT depends on the subgrid scale parameterisa-
tion used. It will be defined in §2.5.1. The nature and formulation of FY, FT and
F3, the surface forcing terms, are discussed in Chapter 7.
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Curvilinear generalised vertical coordinate System

The ocean domain presents a huge diversity of situation in the vertical. First
the ocean surface is a time dependent surface (moving surface). Second the ocean
floor depends on the geographical position, varying from more than 6,000 meters
in abyssal trenches to zero at the coast. Last but not least, the ocean stratifica-
tion exerts a strong barrier to vertical motions and mixing. Therefore, in order
to represent the ocean with respect to the first point a space and time dependent
vertical coordinate that follows the variation of the sea surface height e.g. an z*-
coordinate ; for the second point, a space variation to fit the change of bottom to-
pography e.g. a terrain-following or o-coordinate ; and for the third point, one will
be tempted to use a space and time dependent coordinate that follows the isopycnal
surfaces, e.g. an isopycnic coordinate.

In order to satisfy two or more constrains one can even be tempted to mixed
these coordinate systems, as in HYCOM (mixture of z-coordinate at the surface,
isopycnic coordinate in the ocean interior and ¢ at the ocean bottom) [?] or OPA
(mixture of z-coordinate in vicinity the surface and steep topography areas and
o-coordinate elsewhere) [?] among others.

In fact one is totally free to choose any space and time vertical coordinate by
introducing an arbitrary vertical coordinate :

s =s(i,j,k,t) (2.25)

with the restriction that the above equation gives a single-valued monotonic re-
lationship between s and k, when ¢, j and ¢ are held fixed. (2.25) is a transfor-
mation from the (i, j, k, t) coordinate system with independent variables into the
(1,7, s,t) generalised coordinate system with s depending on the other three va-
riables through (2.25). This so-called generalised vertical coordinate [?] is in fact
an Arbitrary Lagrangian—Eulerian (ALE) coordinate. Indeed, choosing an expres-
sion for s is an arbitrary choice that determines which part of the vertical velocity
(defined from a fixed referential) will cross the levels (Eulerian part) and which
part will be used to move them (Lagrangian part). The coordinate is also sometime
referenced as an adaptive coordinate [?], since the coordinate system is adapted
in the course of the simulation. Its most often used implementation is via an ALE
algorithm, in which a pure lagrangian step is followed by regridding and remap-
ping steps, the later step implicitly embedding the vertical advection [???]. Here
we follow the [?] strategy : a regridding step (an update of the vertical coord