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Abstract / Resung

The ocean engine of NEMO (Nucleus for European Modelling of the Ocean) is a pri-
mitive equation model adapted to regional and global ocean circulation problems. It is
intended to be a flexible tool for studying the ocean and its interactions with the others
components of the earth climate system (atmosphere, sea-ice, biogeochemical tracers, ...)
over a wide range of space and time scales. Prognostic variables are the three-dimensional
velocity field, a linear or non-linear sea surface height, the temperature and the salinity.
In the horizontal direction, the model uses a curvilinear orthogonal grid and in the verti-
cal direction, a full or partial step-coordinate, os-coordinate, or a mixture of the two.

The distribution of variables is a three-dimensional Arakawa C-type grid. Various phy-
sical choices are available to describe ocean physics, including TKE and KPP vertical
physics. Within NEMO, the ocean is interfaced with a sea-ice model (LIM v2 and v3),
passive tracer and biogeochemical models (TOP) and, via the OASIS coupler, with several
atmospheric general circulation models.

Le moteur oéanique de NEMO (Nucleus for European Modelling of the Ocean) est
un mockle auxéquations primitives de la circulation@anique egionale et globale. Il se
veut un outil flexible pougtudier sur un vaste spectre spatiotemporeldatet ses in-
teractions avec les autres composantes désystlimatique terrestre (atmogph, glace
de mer, traceurs bi@pchimiques...). Les variables pronostiques sont le champ tridimen-
sionnel de vitesse, une hauteur de la megdine ou non, la temperature et la saénit
La distribution des variables se fait sur une grille C d’Arakawa tridimensionnelle utili-
sant une coordor@e verticalez a niveaux entiers ou partiels, ou une coordams, ou
encore une combinaison des deux. Biéints choix sont propés pour écrire la phy-
sigue o@anique, incluant notamment des physiques verticales TKE et KPP. A travers
I'infrastructure NEMO, I'o&an est interfazavec un moele de glace de mer, des nidels
biogéochimiques et de traceur passif, et, via le coupleur OAB3usieurs mogles de
circulation gerérale atmospérique.






Disclaimer

Like all components of NEMO, the ocean component is developed under the CECILL
license, which is a French adaptation of the GNU GPL (General Public License). Anyone
may use it freely for research purposes, and is encouraged to communicate back to the
NEMO team its own developments and improvements. The model and the present do-
cument have been made available as a service to the community. We cannot certify that
the code and its manual are free of errors. Bugs are inevitable and some have undoub-
tedly survived the testing phase. Users are encouraged to bring them to our attention. The
author assumes no responsibility for problems, errors, or incorrect usage of NEMO.

NEMO reference in papers and other publications is as follows :
Madec, G., 2008 : NEMO ocean engiiNote du Ple de moélisation Institut Pierre-

Simon Laplace (IPSL), France, No 27, ISSN No 1288-1619.

Additional information can be found on http ://www.nemo-ocean.eu/






B Introduction

The Nucleus for European Modelling of the OceBfEMO) is a framework of ocean
related engines, namely OPAor the ocean dynamics and thermodynamics, £ idr
the sea-ice dynamics and thermodynamics, Y@ the biogeochemistry (both trans-
port (TRP) and sources minus sinks (LOBSTER, PISCHSs intended to be a flexible
tool for studying the ocean and its interactions with the other components of the earth
climate system (atmosphere, sea-ice, biogeochemical tracers, ...) over a wide range of
space and time scales. This documentation provides information about the physics repre-
sented by the ocean componentNEMO and the rationale for the choice of numerical
schemes and the model design. More specific information about running the model on
different computers, or how to set up a configuration, are found oNEMO web site
(www.locean-ipsl.upmc.fr/NEMO).

The ocean component BEMOhas been developed from the OPA model, release 8.2,
described ir?. This model has been used for a wide range of applications, both regional or
global, as a forced ocean model and as a model coupled with the atmosphere. A complete
list of references is found on tivEMOweb site.

This manual is organised in as follows. Chapter 2 presents the model hasics,
the equations and their assumptions, the vertical coordinates used, and the subgrid scale
physics. This part deals with the continuous equations of the model (primitive equations,
with potential temperature, salinity and an equation of state). The equations are written
in a curvilinear coordinate system, with a choice of vertical coordinates §, with the
rescaled height coordinate formulatipt) or s*). Momentum equations are formulated in
the vector invariant form or in the flux form. Dimensional units in the meter, kilogram,

10PA = Oan PAralklise

2LIM= Louvain)la-neuve Ice Model

3TOP = Tracer in the Ocean Paradigm

4Both LOBSTER and PISCES are not acronyms just name
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second (MKS) international system are used throughout.

The following chapters deal with the discrete equations. Chapter 3 presents the space
and time domain. The model is discretised on a staggered grid (Arakawa C grid) with mas-
king of land areas and uses a Leap-frog environment for time-stepping. Vertical discreti-
sation used depends on both how the bottom topography is represented and whether the
free surface is linear or not. Full step or partial stepoordinate or- (terrain-following)
coordinate is used with linear free surface (level position are then fixed in time). In non-
linear free surface, the corresponding rescaled height coordinate formulztion g*)
is used (the level position then vary in time as a function of the sea surface heigh). The
following two chapters (4 and 5) describe the discretisation of the prognostic equations
for the active tracers and the momentum. Explicit, split-explicit and implicit free surface
formulations are implemented as well as rigid-lid case. A number of numerical schemes
are available for momentum advection, for the computation of the pressure gradients, as
well as for the advection of tracers (second or higher order advection schemes, including
positive ones).

Surface boundary conditions (chapter 6) can be implemented as prescribed fluxes, or
bulk formulations for the surface fluxes (wind stress, heat, freshwater). The model allows
penetration of solar radiation There is an optional geothermal heating at the ocean bottom.
Within the NEMO system the ocean model is interactively coupled with a sea ice model
(LIM) and with biogeochemistry models (PISCES, LOBSTER). Interactive coupling to
Atmospheric models is possible via the OASIS couphr [

Other model characteristics are the lateral boundary conditions (chapter 7). Global
configurations of the model make use of the ORCA tripolar grid, with special north fold
boundary condition. Free-slip or no-slip boundary conditions are allowed at land bounda-
ries. Closed basin geometries as well as periodic domains and open boundary conditions
are possible.

Physical parameterisations are described in chapters 8 and 9. The model includes an
implicit treatment of vertical viscosity and diffusivity. The lateral Laplacian and biharmo-
nic viscosity and diffusion can be rotated following a geopotential or neutral direction.
There is an optional eddy induced velocifi} fvith a space and time variable coefficient
?. The model has vertical harmonic viscosity and diffusion with a space and time variable
coefficient, with options to compute the coefficients watt?, or ? mixing schemes.

Specific online diagnostics (not documented yet) are available in the model : output
of all the tendencies of the momentum and tracers equations, output of tracers tendencies
averaged over the time evolving mixed layer.

The model is implemented indRTRAN 90, with preprocessing (C-pre-processor). It
runs under UNIX. It is optimized for vector computers and parallelised by domain de-
composition with MPI. All input and output is done in NetCDF (Network Common Data
Format) with a optional direct access format for output. To ensure the clarity and reada-
bility of the code it is necessary to follow coding rules. The coding rules for OPA include
conventions for naming variables, with different starting letters for different types of va-
riables (real, integer, parameter...). Those rules are presented in a document available on
the NEMOweb site.



The model is organized with a high internal modularity based on physics. For example,
each trendi(e., a term in the RHS of the prognostic equation) for momentum and tra-
cers is computed in a dedicated module. To make it easier for the user to find his way
around the code, the module names follow a three-letter rule. For exanaglep.F90is
a module related to the TRAcers equation, computing the DaMPing. The complete list of
module names is presented in Appen@® Furthermore, modules are organized in a few
directories that correspond to their category, as indicated by the first three letters of their
name.

The manual mirrors the organization of the model. After the presentation of the conti-
nuous equations (Chapter 2), the following chapters refer to specific terms of the equations
each associated with a group of modules .

Chapter 3 | DOM | model DOMain
Chapter4 | TRA | TRAcer equations (potential temperature and salinity)
Chapter 5 | DYN | DYNamic equations (momentum)
Chapter 6 | SBC | Surface Boundary Conditions
Chapter 7 | LBC | Lateral Boundary Conditions
Chapter 8 | LDF | Lateral DiFfusion (parameterisations)
Chapter 9 | ZDF | Vertical DiFfusion

Chapter 10 ... Miscellaneous topics

In the current release (v3.0), the LBC directory does not yet exist. When created
LBC will contain the OBC directory (Open Boundary Condition), and ltngnk.F9Q
mppini.F90andlib_mpp.F90modules.

Nota Bene :

OPA, like all research tools, is in perpetual evolution. The present document describes
the OPA version include in the release 3.0 of NEMO. This release differs significantly
from version 8, documented th The main modifications are :

(2) transition to full native BRTRAN 90, deep code restructuring and drastic reduction of
CPP keys;

(2) introduction of partial step representation of bottom topografhy [

(3) partial reactivation of a terrain-following vertical coordinate énd hybrids-z) with

the addition of several options for pressure gradient computation

(4) more choices for the treatment of the free surface : full explicit, split-explicit , filtered
and rigid-lid ;

(5) non linear free surface option (associated with the rescaled height coorgfnaite

SPartial support ok-coordinate : there is presently no support for neutral physics ito-
ordinate and for the new options for horizontal pressure gradient computation with a non-linear
equation of state.
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s*);
(6) additional schemes for vector and flux forms of the momentum advection;
(7) additional advection schemes for tracers;;
(8) implementation of the AGRIF package (Adaptative Grid RefinementdRTRAN)
[
(9) online diagnostics : tracers trend in the mixed layer and vorticity balance ;
(10) rewriting of the I/O management;;
(11) OASIS 3 and 4 couplers interfacing with atmospheric global circulation models.
(12) surface module (SBC) that simplify the way the ocean is forced and include two bulk
formulea (CLIO and CORE)
(13) introduction of LIM 3, the new Louvain-la-Neuve sea-ice model (C-grid rheology
and new thermodynamics including bulk ice salinity) [

In addition, several minor modifications in the coding have been introduced with the
constant concern of improving performance on both scalar and vector computers.
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10 Model basics

2.1 Primitive Equations

2.1.1 \Vector Invariant Formulation

The ocean is a fluid that can be described to a good approximation by the primitive
equations;.e. the Navier-Stokes equations along with a nonlinear equation of state which
couples the two active tracers (temperature and salinity) to the fluid velocity, plus the
following additional assumptions made from scale considerations :

(1) spherical earth approximatiorthe geopotential surfaces are assumed to be spheres
so that gravity (local vertical) is parallel to the earth’s radius

(2) thin-shell approximation the ocean depth is neglected compared to the earth’s
radius

(3) turbulent closure hypothesisthe turbulent fluxes (which represent the effect of
small scale processes on the large-scale) are expressed in terms of large-scale features

(4) Boussinesq hypothesislensity variations are neglected except in their contribu-
tion to the buoyancy force

(5) Hydrostatic hypothesisthe vertical momentum equation is reduced to a balance
between the vertical pressure gradient and the buoyancy force (this removes convective
processes from the initial Navier-Stokes equations and so convective processes must be
parameterized instead)

(6) Incompressibility hypothesisthe three dimensional divergence of the velocity
vector is assumed to be zero.

Because the gravitational force is so dominant in the equations of large-scale mo-
tions, it is useful to choose an orthogonal set of unit vecigr&) linked to the earth such
thatk is the local upward vector and,jj are two vectors orthogonal g, i.e. tangent
to the geopotential surfaces. Let us define the following variablethe vector velocity,

U = U, +w k (the subscript denotes the local horizontal vectae. over the (jj) plane),

T the potential temperaturé,the salinity,p thein situ density. The vector invariant form

of the primitive equations in thd,j,k) vector system provides the following six equa-
tions (namely the momentum balance, the hydrostatic equilibrium, the incompressibility
equation, the heat and salt conservation equations and an equation of state) :

U 1 1
3(,%’1 = - |(VxU) ><U+§V(U2) —kaUh—p—Vhp+DU+FU (2.1a)

h o

d
S =Py (2.1b)
V-U=0 (2.1c)
T

%t =-V-(TU) +D"+FT (2.1d)
95 _ _y. (SU) + D% + F (2.1e)

ot
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p=p(T,S,p) (2.1f)

whereV is the generalised derivative vector operatofiij, k) directionsy is the timez

is the vertical coordinate, is thein situ density given by the equation of state (2.1),s

a reference density,the pressuref = 292 - k is the Coriolis acceleration (whefis the

Earth’s angular velocity vector), ands the gravitational acceleratiomV, D” and D*

are the parameterisations of small-scale physics for momentum, temperature and salinity,
andFY, FT andF® surface forcing terms. Their nature and formulation are discussed in
§2.6 and pagé2.1.2.

Boundary Conditions

An ocean is bounded by complex coastlines, bottom topography at its base and an
air-sea or ice-sea interface at its top. These boundaries can be defined by two surfaces,
z = —H(i,j)andz = n(i, j, k,t), whereH is the depth of the ocean bottom ands
the height of the sea surface. Bath andn are usually referenced to a given surface,

z = 0, chosen as a mean sea surface (Fig. 2.1.2). Through these two boundaries, the
ocean can exchange fluxes of heat, fresh water, salt, and momentum with the solid earth,
the continental margins, the sea ice and the atmosphere. However, some of these fluxes are
so weak that even on climatic time scales of thousands of years they can be neglected. In
the following, we briefly review the fluxes exchanged at the interfaces between the ocean
and the other components of the earth system.

>

[, ]

FIG. 2.1 — The ocean is bounded by two surfaces= —H(i,j) andz =
n(i, j, k,t), where H is the depth of the sea floor andthe height of the sea
surface. BothH{ andr are referenced te = 0.
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Land - ocean interface : the major flux between continental margins and the ocean is
a mass exchange of fresh water through river runoff. Such an exchange modifies
the sea surface salinity especially in the vicinity of major river mouths. It can be
neglected for short range integrations but has to be taken into account for long term
integrations as it influences the characteristics of water masses formed (especially
at high latitudes). It is required in order to close the water cycle of the climate
system. It is usually specified as a fresh water flux at the air-sea interface in the
vicinity of river mouths.

Solid earth - ocean interface : heat and salt fluxes through the sea floor are small, ex-
cept in special areas of little extent. They are usually neglected in the rhotted
boundary condition is thus set to no flux of heat and salt across solid boundaries.
For momentum, the situation is different. There is no flow across solid boundaries,
i.e. the velocity normal to the ocean bottom and coastlines is zero (in other words,
the bottom velocity is parallel to solid boundaries). This kinematic boundary condi-
tion can be expressed as :

w = —Uh : Vh (H) (22)

In addition, the ocean exchanges momentum with the earth through frictional pro-
cesses. Such momentum transfer occurs at small scales in a boundary layer. It must
be parameterized in terms of turbulent fluxes using bottom and/or lateral boundary
conditions. Its specification depends on the nature of the physical parameterisation
used forDV in (2.1a). It is discussed i§2.6.1, page 27.

Atmosphere - ocean interface :the kinematic surface condition plus the mass flux of
fresh water PE (the precipitation minus evaporation budget) leads to :

V() +P—-FE (2.3)

The dynamic boundary condition, neglecting the surface tension (which removes
capillary waves from the system) leads to the continuity of pressure across the
interfacez = 7. The atmosphere and ocean also exchange horizontal momentum
(wind stress), and heat.

Sea ice - ocean interface the ocean and sea ice exchange heat, salt, fresh water and
momentum. The sea surface temperature is constrained to be at the freezing point
at the interface. Sea ice salinity is very low ¢ — 6 psu) compared to those of the
ocean { 34 psu). The cycle of freezing/melting is associated with fresh water and
salt fluxes that cannot be neglected.

n fact, it has been shown that the heat flux associated with the solid Earth cootirlye(
geothermal heating) is not negligible for the thermohaline circulation of the world ocean (see
4.4.3).
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The Horizontal Pressure Gradient

Pressure Formulation

The total pressure at a given deptlis composed of a surface presspreat a refe-
rence geopotential surface € 0) and a hydrostatic pressupg such that p(i, j, k, t) =
ps(i, 7,t) +pn(i, 4, k, t). The latter is computed by integrating (2.1b), assuming that pres-
sure in decibars can be approximated by depth in meters in (2.1f). The hydrostatic pressure

is then given by :
<=0

pn (1,7, 2,t) = / gp(T,S,¢) ds (2.4)
C=z

Two strategies can be considered for the surface pressure {@rnintroduce of a new

variablen, the free-surface elevation, for which a prognostic equation can be established

and solved {b) assume that the ocean surface is a rigid lid, on which the pressure (or its

horizontal gradient) can be diagnosed. When the former strategy is used, one solution of

the free-surface elevation consists of the excitation of external gravity waves. The flow

is barotropic and the surface moves up and down with gravity as the restoring force.

The phase speed of such waves is high (some hundreds of metres per second) so that

the time step would have to be very short if they were present in the model. The latter

strategy filters out these waves since the rigid lid approximation implied, i.c. the sea

surface is the surface = 0. This well known approximation increases the surface wave

speed to infinity and modifies certain other longwave dynamigs barotropic Rossby

or planetary waves). In the present releas®lBMO, both strategies are still available.

They are further described in the next two sub-sections.

Free Surface Formulation

In the free surface formulation, a variabje the sea-surface height, is introduced
which describes the shape of the air-sea interface. This variable is solution of a prognostic
equation which is established by forming the vertical average of the kinematic surface
condition (2.2) :

aon —
5= DP+P-E whereD =V - [(H + 1) Uy | (2.5)
and using (2.1b) the surface pressure is givengy= p g n.

Allowing the air-sea interface to move introduces the external gravity waves (EGWSs)
as a class of solution of the primitive equations. These waves are barotropic because of
hydrostatic assumption, and their phase speed is quite high. Their time scale is short with
respect to the other processes described by the primitive equations.

Three choices can be made regarding the implementation of the free surface in the
model, depending on the physical processes of interest.

o If one is interested in EGWSs, in particular the tides and their interaction with the
baroclinic structure of the ocean (internal waves) possibly in shallow seas, then a non
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linear free surface is the most appropriate. This means that no approximation is made in
(2.5) and that the variation of the ocean volume is fully taken into account. Note that in
order to study the fast time scales associated with EGWs it is necessary to minimize time
filtering effects (use an explicit time scheme with very small time step, or a split-explicit
scheme with reasonably small time step, $&d.1 or§5.4.1.

e If one is not interested in EGW but rather sees them as high frequency noise, it
is possible to apply an explicit filter to slow down the fastest waves while not altering
the slow barotropic Rossby waves. If further, an approximative conservation of heat and
salt contents is sufficient for the problem solved, then it is sufficient to solve a linearized
version of (2.5), which still allows to take into account freshwater fluxes applied at the
ocean surface?.

e For process studies not involving external waves nor surface freshwater fluxes, it is
possible to use the rigid lid approximation see (next section). The ocean surface is then
considered as a fixed surface, so that all external waves are removed from the system.

The filtering of EGWSs in models with a free surface is usually a matter of discre-
tisation of the temporal derivatives, using the time splitting meti®sl ¢r the implicit
scheme?]. In NEMO, we use a slightly different approach develope®hbyhe damping
of EGWs is ensured by introducing an additional force in the momentum equation. (2.1a)

becomes : 5
U . ~
a—th =M-—-gV(pn) —g TV (p ) (2.6)

whereT,, is a parameter with dimensions of time which characterizes the foreen/p,
is the dimensionless density, aMi represents the collected contributions of the Coriolis,
hydrostatic pressure gradient, non-linear and viscous terms in (2.1a).

The new force can be interpreted as a diffusion of vertically integrated volume flux
divergence. The time evolution @? is thus governed by a balance of two termg, A n
andg T, A D, associated with a propagative regime and a diffusive regime in the temporal
spectrum, respectively. In the diffusive regime, the EGWSs no longer propagatiey
are stationary and damped. The diffusion regime applies to the modes shortéy.tRan
longer ones, the diffusion term vanishes. Hence, the temporally unresolved EGWs can
be damped by choosing. > At. ? demonstrate that (2.6) can be integrated with a leap
frog scheme except the additional term which has to be computed implicitly. This is not
surprising since the use of a large time step has a necessarily numerical cost. Two gains
arise in comparison with the previous formulations. Firstly, the damping of EGWs can be
guantified through the magnitude of the additional term. Secondly, the numerical scheme
does not need any tuning. Numerical stability is ensured as sobn:asit.

When the variations of free surface elevation are small compared to the thickness of
the first model layer, the free surface equation (2.5) can be linearized. As emphastzed by
the linearization of (2.5) has consequences on the conservation of salt in the model. With
the nonlinear free surface equation, the time evolution of the total salt content is

a/sdv:/S(—?):Z—DJrP—E)dS (2.7)
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whereS is the salinity, and the total salt is integrated over the whole ocean valdme
bounded by the time-dependent free surface. The right hand side (which is an integral
over the free surface) vanishes when the nonlinear equation (2.5) is satisfied, so that the
salt is perfectly conserved. When the free surface equation is lineafizkdw that the

total salt content integrated in the fixed volume(bounded by the surface= 0) is no

longer conserved :
0 on
at/SdU__/S&tds (2.8)
D S

The right hand side of (2.8) is small in equilibrium solutiofis [t can be significant
when the freshwater forcing is not balanced and the globally averaged free surface is
drifting. An increase in sea surface heightesults in a decrease of the salinity in the
fixed volumeD. Even in that case though, the total salt integrated in the variable volume
D,, varies much less, since (2.8) can be rewritten as

0 0 oS
&S/de_ﬁt /de+/Snds = nads (2.9)
Dn D S S

Although the total salt content is not exactly conserved with the linearized free sur-
face, its variations are driven by correlations of the time variation of surface salinity with
the sea surface height, which is a negligible term. This situation contrasts with the case
of the rigid lid approximation (following section) in which case freshwater forcing is re-
presented by a virtual salt flux, leading to a spurious source of salt at the ocean surface

[?].

Rigid-Lid formulation

With the rigid lid approximation, we assume that the ocean surfaee () is a rigid
lid on which a pressurg; is exerted. This implies that the vertical velocity at the surface
is equal to zero. From the continuity equation (2.1c) and the kinematic condition at the
bottom (2.2) (no flux across the bottom), it can be shown that the vertically integrated
flow HU, is non-divergent (where the overbar indicates a vertical average over the whole
water column, i.e. from = —H, the ocean bottom, to = 0, the rigid-lid). Thus, Uy,
can be derived from a volume transport streamfuncgian

U, = % (K x V) (2.10)

As p; does not depend on depth, its horizontal gradient is obtained by forming the
vertical average of (2.1a) and using (2.10) :

I A o

HereM = (M, M,) represents the collected contributions of the Coriolis, hydro-
static pressure gradient, nonlinear and viscous terms in (2.1a). The time derivatii® of
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the solution of an elliptic equation which is obtained from the vertical component of the

curl of (2.11) :
[v X [ k x V ((?;fﬂ ] [V xM], (2.12)

Using the proper boundary conditions, (2.12) can be solved t@fifénd thus using
(2.11) the horizontal surface pressure gradient. It should be notegl tbah be computed
by taking the divergence of (2.11) and solving the resulting elliptic equation. Thus the
surface pressure is a diagnostic quantity that can be recovered for analysis purposes.

A difficulty lies in the determination of the boundary condition@m. The boundary
condition on velocity is that there is no flow normal to a solid wad, the coastlines are
streamlines. Therefore (2.12) is solved with the following Dirichlet boundary condition :
Oy1) is constant along each coastline of the same continent or of the same island. When
all the coastlines are connected (there are no islands), the constant valueabdng the
coast can be arbitrarily chosen to be zero. When islands are present in the domain, the
value of the barotropic streamfunction will generally be different for each island and for
the continent, and will vary with respect to time. So the boundary conditionyis=: 0
along the continent ang = p,, along islandn (1 < n < @), where( is the number
of islands present in the domain apg is a time dependent variable. A time evolution
equation of the unknown,, can be found by evaluating the circulation of the time deriva-
tive of the vertical average (barotropic) velocity field along a closed contour around each
island. Since the circulation of a gradient field along a closed contour is zero, from (2.11)

we have :
oY —
f; [k V(at)}-dﬁ—jiM-dﬁ 1<n<Q (2.13)

Since (2.12) is linear, its solutian can be decomposed as follows :

n=Q
@b = ¢o + Z ,und)n (2-14)

n=1

where1), is the solution of (2.12) with), = 0 long all the coastlines, and whetg,
is the solution of (2.12) with the right-hand side equabDt@and with),, = 1 long the
islandn, 1, = 0 along the other boundaries. The functigpis thus independent of time.
Introducing (2.14) into (2.13) yields :

1 Opin,
[;{H[kxwm].dg] (at >1<n<Q
(g e (5] )
= M- — ka( -de (2.15)
(ﬁ |: H |: ot 1<n<Q
which can be rewritten as :

A (%) - B (2.16)

t /1<n<q
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whereA is a@Q x Q matrix andB is a time dependent vector. Asis independent of time,
it can be calculated and inverted once. The time derivative of the streamfunction when
islands are present is thus given by :

(2.17)

n=Q
Y Ot 1
ot ot +;A B ¢n

Curvilinear z-coordinate System

Tensorial Formalism

In many ocean circulation problems, the flow field has regions of enhanced dyna-
mics (.e. surface layers, western boundary currents, equatorial currents, or ocean fronts).
The representation of such dynamical processes can be improved by specifically increa-
sing the model resolution in these regions. As well, it may be convenient to use a lateral
boundary-following coordinate system to better represent coastal dynamics. Moreover,
the common geographical coordinate system has a singular point at the North Pole that
cannot be easily treated in a global model without filtering. A solution consists of introdu-
cing an appropriate coordinate transformation that shifts the singular point ont@@nd [

As a consequence, it is important to solve the primitive equations in various curvilinear
coordinate systems. An efficient way of introducing an appropriate coordinate transform
can be found when using a tensorial formalism. This formalism is suited to any multidi-
mensional curvilinear coordinate system. Ocean modellers mainly use three-dimensional
orthogonal grids on the sphere (spherical earth approximation), with preservation of the
local vertical. Here we give the simplified equations for this particular case. The general
case is detailed by in their survey of the conservation laws of fluid dynamics.

Let (i,j,k) be a set of orthogonal curvilinear coordinates on the sphere associated
with the positively oriented orthogonal set of unit vectdrgK) linked to the earth such
thatk is the local upward vector and,j) are two vectors orthogonal to, i.e. along
geopotential surfaces (Fig.2.3.1). Lt ¢, z) be the geographical coordinate system in
which a position is defined by the latitud€, j), the longitude\(z, j) and the distance
from the centre of the earthy-z(k) wherea is the earth’s radius angdthe altitude above a
reference sea level (Fig.2.3.1). The local deformation of the curvilinear coordinate system
is given byey, es andegs, the three scale factors :

- 11/2

QCOS 2+ (lp i
9i ‘¥ i

e1 = (a+2)

- 11/2

@cos 2+ % i
aj % a7

es = (a+ 2) (2.18)

o (9%
57\ ok
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FIG. 2.2 — the geographical coordinate systemy, z) and the curvilinear coor-
dinate systemifj k).

Since the ocean depth is far smaller than the earth’s radiysz, can be replaced
by a in (2.18) (thin-shell approximation). The resulting horizontal scale faetgrs, are
independent of: while the vertical scale factor is a single functionfofsk is parallel
to z. The scalar and vector operators that appear in the primitive equations (Egs. (2.1a) to
(2.1f)) can be written in the tensorial form, invariant in any orthogonal horizontal curvili-
near coordinate system transformation :

10 10 10
9q, 10q. 104

Vi= o ey e .
1 [0(e2a1)  O(e1a2) 1 [Dag
V-A= . [ 5 + 9j + e | ok (2.19b)
UxA | LOu 10aly f1du 1 0a]
ey 0j e3 Ok e3 Ok e1 01 (2.19¢)
1 a(egag) _ 8(61(11) k '
€1€9 o1 63
Aqg=V-(Vq) (2.19d)
AA=V(V-A)—Vx(VxA) (2.19¢)

wheregq is a scalar quantity and = (a1, a2,a3) a vector in the(s, j, k) coordinate
system.
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Continuous Model Equations

In order to express the Primitive Equations in tensorial formalism, it is necessary to
compute the horizontal component of the non-linear and viscous terms of the equation
using (2.19a)) to (2.19e). Let us 4ét= (u, v, w) = Uy +w K, the velocity in thei, j, k)
coordinate system and define the relative vorti¢ignd the divergence of the horizontal
velocity field x, by :

1 [0(eav) O(eru)
" ele [ oi  0j ] (2.20)
1 [0(e2qu)  O(e1w)
- [ e } (2.21)

Using the fact that the horizontal scale facter@ande, are independent df and that
es Is a function of the single variable, the nonlinear term of (2.1a) can be transformed

as follows :

[(V xU) x U+ %V (U2)]

h
1 0u _ Low|, 1 0(u?+v?+w?
. |:e3ak e1 ai}w CU —i—l a%
- Cu—[Low _ Low] 2 1 0(u2+v2+w?)
ez 0j e3 Ok es 0j

1 8(u2+v2) du w Ow 1 dw?

_(—Cv)+1 CRN +1<w‘k)_ e o % or
o O(u*+v ov wow 1 ow
Cu 2 é (aj ) e3 \ W g s 0F ~ T3 B

The last term of the right hand side is obviously zero, and thus the nonlinear term of
(2.1a) is written in the, j, k) coordinate system :

1 0Uy

—wW— 2.22
€3w ok ( )

[(VXU)XU+;V(U2)] :gkah+%vh(Ui)+

h
This is the so-calledector invariant fornof the momentum advection term. For some
purposes, it can be advantageous to write this term in the so-called fluxifero, write
it as the divergence of fluxes. For example, the first component of (2.22)¢traponent)
is transformed as follows :
1 21 _ 1 O(u?+v? 1,9
[(V xU)x U+ 3V (U?)] =—Cv+ g ( 5 )+gw6—}j

i

e1 e ejes e3

=_1 (—U“gi.“) + uf’<g;.“>) + L (es ult + e v2) + L (w )

el e

=_1 {— (vz% + e2 v%) + (Leé;w) —eq u%)
(2 — 250 et} (%2 )

(2
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_ 1 o( il 1 O(wu)
= L (R | Aeun) | 1ot

1 (_,, (2v)  der) _, 0ew)) _ 1 0w 1 (_,28e
+6162< “( ;. Va5 U=g; st oe |\ TV

el1ea dj

=V -(Uu)—(V-U) u+t 1L (—UQ%%—uvael)

asV - U = 0 (incompressibility) it comes :

=V-(Uu) + 1L (v%?—u%%)(—v)

€1€e2

The flux form of the momentum advection term is therefore given by :

(V x U) x U+%V (UQ)]
h

Uu 1 Oes Oey
=V —(v—=—=—u— | kx U, (2.23
(Uv)+6162(03i uaj xUn (229
The flux form has two terms, the first one is expressed as the divergence of momentum
fluxes (hence the flux form name given to this formulation) and the second one is due to
the curvilinear nature of the coordinate system used. The latter is calledetnie term
and can be viewed as a modification of the Coriolis parameter :

fofrt (a@— 861) (2.24)

v U——
(AN aZ 8]

Note that in the case of geographical coordinate, when (i,j) — (X, ¢) and
(e1,e2) — (a cosy,a), we recover the commonly used modification of the Coriolis pa-
rameterf — f + (u/a)tanp.

To sum up, the equations solved by the ocean model can be written in the following
tensorial formalism :

e momentum equations
vector invariant form :

ou 10,49 1 Ou
1o <ps+p">+D}j+F5J (2.25a)
e 0i Do
Ov _ 1 0 2oy 1 O
o = N u—g il )= an
o (ps+ph)+D}j+Fy (2.25h)
e2 0j Po
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flux form :

ou B 1 Oesy Oey
ar*(f%leg <a “aj>> v

1 (a(eguu)+8(elvu)) 10 (wu)

€1 €2 0i 8] €3 ok
1
1o <p5 +ph> + DY FY (2.26a)
e1 01 Po

e1 e 01 0j e3 Ok
1 s
G <p +ph> + DY+ FY (2.26b)
ez 0j Po

where( is given by (2.20) and the surface pressure gradient formulation depends on the
one of the free surface :
« free surface formulation
1 £
—Ovhps = E% wheren is solution of (2.5) (2.27)
€2 0]

* rigid-lid approximation
i o (o
1 My + 7 5 (E)
—Vips=| __ 162 aj o (2.28)
Po My — e o (E)
whereM = (M, M,) represents the collected contributions of nonlinear, viscosity and
hydrostatic pressure gradient terms in (2.25) and the overbar indicates a vertical average

over the whole water column.é. from z = —H, the ocean bottom, te = 0, the rigid-
lid), and where the time derivative gfis the solution of an elliptic equation :

0| ea 0 [0Y 86183¢_
m[HelaXat)]*aj{H@aj(atﬂ—

0, — 0, —
— (eaM,) — — (e1M,) (2.2
5i (27) = o2 () (2.29)
The vertical velocity and the hydrostatic pressure are diagnosed from the following
equations :
ow
Opn
0k pges (2.31)



22 Model basics

where the divergence of the horizontal velociyyis given by (2.21).

e tracer equations

or 1 [d(eTu)  d(eaTv)] 19(Tw) T T

9% = eres [ ] o ok TP Ar (2.32)

05 1 [0(e2Su) d(aSv)] 10(Sw) ¢

95 _ _ _Ltobw  psyp 2.

9~ e [ i T o5 s ok o7 (2.33)
p=p(T,5, 2k)) (2.34)

The expression obY, D% and DT depends on the subgrid scale parameterisation

used. It will be defined ir§2.6.1. The nature and formulation B, FT and F¥, the
surface forcing terms, are discussed in Chapter 6.
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2.4 Curvilinear z*-coordinate System

In that case, the free surface equation is nonlinear, and the variations of volume are
fully taken into account. These coordinates systems is presented in a rgomilable
on theNEMOweb site.

@ ©

>

FIG. 2.3 — (a)z-coordinate in linear free-surface case ; {b)coordinate in non-
linear free surface case (c) re-scaled height coordinate (become popular as the
z*-coordinate ] ).
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Curvilinear s-coordinate System

Introduction

Several important aspects of the ocean circulation are influenced by bottom topo-
graphy. Of course, the most important is that bottom topography determines deep ocean
sub-basins, barriers, sills and channels that strongly constrain the path of water masses,
but more subtle effects exist. For example, the topograptatfect is usually larger than
the planetary one along continental slopes. Topographic Rossby waves can be excited and
can interact with the mean current. In thecoordinate system presented in the previous
section §2.3), z—surfaces are geopotential surfaces. The bottom topography is discreti-
sed by steps. This often leads to a misrepresentation of a gradually sloping bottom and
to large localized depth gradients associated with large localized vertical velocities. The
response to such a velocity field often leads to numerical dispersion effects. One solution
to strongly reduce this error is to use a partial step representation of bottom topography
instead of a full step on® Another solution is to introduce a terrain-following coordinate
system (hereafter—coordinate)

The s-coordinate avoids the discretisation error in the depth field since the layers of
computation are gradually adjusted with depth to the ocean bottom. Relatively small to-
pographic features as well as gentle, large-scale slopes of the sea floor in the deep ocean,
which would be ignored in typicat-model applications with the largest grid spacing
at greatest depths, can easily be represented (with relatively low vertical resolution). A
terrain-following model (hereafter—model) also facilitates the modelling of the boun-
dary layer flows over a large depth range, which in the framework of-tmedel would
require high vertical resolution over the whole depth range. Moreover, wittoardinate
it is possible, at least in principle, to have the bottom and the sea surface as the only
boundaries of the domain (nomore lateral boundary condition to specify). Nevertheless,
a s-coordinate also has its drawbacks. Perfectly adapted to a homogeneous ocean, it has
strong limitations as soon as stratification is introduced. The main two problems come
from the truncation error in the horizontal pressure gradient and a possibly increased dia-
pycnal diffusion. The horizontal pressure forcesiooordinate consists of two terms (see
Appendix A),

op
Js
The second term in (2.35) depends on the tilt of the coordinate surface and introduces
a truncation error that is not present in-anodel. In the special case ofsa-coordinate
(i.e. adepth-normalised coordinate system z/H), ? and? have given estimates of the
magnitude of this truncation error. It depends on topographic slope, stratification, hori-
zontal and vertical resolution, the equation of state, and the finite difference scheme. This
error limits the possible topographic slopes that a model can handle at a given horizontal
and vertical resolution. This is a severe restriction for large-scale applications using realis-
tic bottom topography. The large-scale slopes require high horizontal resolution, and the
computational cost becomes prohibitive. This problem can be at least partially overcome

Vp|, = Vp|, — = Vz|, (2.35)
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by mixing s-coordinate and step-like representation of bottom topograp®$.[Howe-

ver, the definition of the model domain vertical coordinate becomes then a non-trivial
thing for a realistic bottom topography : a envelope topography is defineddordinate

on which a full or partial step bottom topography is then applied in order to adjust the
model depth to the observed one (§8e8.

For numerical reasons a minimum of diffusion is required along the coordinate sur-
faces of any finite difference model. It causes spurious diapycnal mixing when coordinate
surfaces do not coincide with isoneutral surfaces. This is the casezfonadel as well
as for as-model. However, density varies more stronglysersurfaces than on horizontal
surfaces in regions of large topographic slopes, implying larger diapycnal diffusion in a
s-model than in &-model. Whereas such a diapycnal diffusion inraodel tends to wea-
ken horizontal density (pressure) gradients and thus the horizontal circulation, it usually
reinforces these gradients insamodel, creating spurious circulation. For example, ima-
gine an isolated bump of topography in an ocean at rest with a horizontally uniform stra-
tification. Spurious diffusion along-surfaces will induce a bump of isoneutral surfaces
over the topography, and thus will generate there a baroclinic eddy. In contrast, the ocean
will stay at rest in az-model. As for the truncation error, the problem can be reduced by
introducing the terrain-following coordinate below the strongly stratified portion of the
water column {.e. the main thermocline)?. An alternate solution consists of rotating
the lateral diffusive tensor to geopotential or to isoneutral surfaces2sé£. Unfortu-
nately, the slope of isoneutral surfaces relative tostiseirfaces can very large, strongly
exceeding the stability limit of such a operator when it is discretized (see Chapter 8).

The s—coordinates introduced her@7 differ mainly in two aspects from similar
models : it allows a representation of bottom topography with mixed full or partial step-
like/terrain following topography ; It also offers a completely general transformatien,

s(1, j, z) for the vertical coordinate.

2.5.2 Thes-coordinate Formulation

Starting from the set of equations establisheg23 for the special cask = =z
and thuses = 1, we introduce an arbitrary vertical coordinate= s(i, j, k,t), which
includesz-, z*- ando—coordinates as special cases z, s = z*,ands = 0 = z/H
or = z/(H +n), resp.). A formal derivation of the transformed equations is given in
Appendix A. Let us define the vertical scale factordgy= 0sz (e3 is now a function of
(i, 4, k,t) ), and the slopes in th&) directions betwees— andz—surfaces by :

0‘1:i % ,and ngl % (236)
er Ot ex 0j |,

We also introducey, a dia-surface velocity component, defined as the velocity relative to
the movings-surfaces and normal to them :

w:w—eg%—alu—agv (2.37)

ot
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The equations solved by the ocean model (2.13-#toordinate can be written as
follows :

* momentum equation :

1 0(ezu) 1 0 1 Ou
—16.<p3+p")+gpal+pg+Fy (2.38)

e1 01 Po Do

1 0(ezv 0 1 Ov
—1a.(pSﬂph>+gpa2+D},’+1a§J (2.39)

ez 0j Po 0

where the relative vorticity, the surface pressure gradient, and the hydrostatic pressure
have the same expressions ag4icoordinates although they do not represent exactly the
same quantities. is provided by the continuity equation (see Appendix A) :

Oes ow , 1 0 (ezesu)  O(erezv)
il = th v = 2.40
ot tesxt 0s 0 w X e1€2€3 [ 01 + dj ( )
* tracer equations :
19(esT) 1 8(6263UT)+8(61630T)
€3 ot N €1€e90€3 01 63
_LOTw) | pry ps (2.41)
€3 8l<:
19(esS) 1 8(€2€3u5)+8(€163115)
€3 ot N €1€9€3 01 6]
_ 195w + D%+ FS (2.42)
es Ok

The equation of state has the same expression asd@ordinate, and similar expres-
sions are used for mixing and forcing terms.
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Subgrid Scale Physics

The primitive equations describe the behaviour of a geophysical fluid at space and
time scales larger than a few kilometres in the horizontal, a few meters in the vertical and
a few minutes. They are usually solved at larger scales : the specified grid spacing and
time step of the numerical model. The effects of smaller scale motions (coming from the
advective terms in the Navier-Stokes equations) must be represented entirely in terms of
large-scale patterns to close the equations. These effects appear in the equations as the
divergence of turbulent fluxes.¢. fluxes associated with the mean correlation of small
scale perturbations). Assuming a turbulent closure hypothesis is equivalent to choose a
formulation for these fluxes. It is usually called the subgrid scale physics. It must be
emphasized that this is the weakest part of the primitive equations, but also one of the
most important for long-term simulations as small scale processése balance the
surface input of kinetic energy and heat.

The control exerted by gravity on the flow induces a strong anisotropy between the
lateral and vertical motions. Therefore subgrid-scale phyBitsD® and DT in (2.1a),

(2.1d) and (2.1e) are divided into a lateral gaft, D" and D" and a vertical pa*?,
DvS and D'T. The formulation of these terms and their underlying physics are briefly
discussed in the next two subsections.

Vertical Subgrid Scale Physics

The model resolution is always larger than the scale at which the major sources of
vertical turbulence occur (shear instability, internal wave breaking...). Turbulent motions
are thus never explicitly solved, even partially, but always parameterized. The vertical
turbulent fluxes are assumed to depend linearly on the gradients of large-scale quantities
(for example, the turbulent heat flux is given Byw’ = —A"79.T, where AT is an
eddy coefficient). This formulation is analogous to that of molecular diffusion and dis-
sipation. This is quite clearly a necessary compromise : considering only the molecular
viscosity acting on large scale severely underestimates the role of turbulent diffusion and
dissipation, while an accurate consideration of the details of turbulent motions is simply
impractical. The resulting vertical momentum and tracer diffusive operators are of second

order :
DvU 0 <Avm auh)

T oz 0z
(2.43)
D’UT — 2 AvTal DUS _ ﬁ AvTaj
0z 0z )’ 0z 0z

whereA"™ and A*T are the vertical eddy viscosity and diffusivity coefficients, respecti-
vely. At the sea surface and at the bottom, turbulent fluxes of momentum, heat and salt
must be specified (see Chap. 6 and 9 &h8). All the vertical physics is embedded in the
specification of the eddy coefficients. They can be assumed to be either constant, or func-
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computed from a turbulent closure model. The choices availatlEMO are discussed
in §9).

Lateral Diffusive and Viscous Operators Formulation

Lateral turbulence can be roughly divided into a mesoscale turbulence associated with
eddies (which can be solved explicitly if the resolution is sufficient since their underlying
physics are included in the primitive equations), and a sub mesoscale turbulence which
is never explicitly solved even partially, but always parameterized. The formulation of
lateral eddy fluxes depends on whether the mesoscale is below or above the grid-spacing
(i.e. the model is eddy-resolving or not).

In non-eddy-resolving configurations, the closure is similar to that used for the ver-
tical physics. The lateral turbulent fluxes are assumed to depend linearly on the lateral
gradients of large-scale quantities. The resulting lateral diffusive and dissipative operators
are of second order. Observations show that lateral mixing induced by mesoscale turbu-
lence tends to be along isopycnal surfaces (or more precisely neutral suffaediser
than across them. As the slope of neutral surfaces is small in the ocean, a common ap-
proximation is to assume that the ‘lateral’ direction is the horizontalthe lateral mixing
is performed along geopotential surfaces. This leads to a geopotential second order ope-
rator for lateral subgrid scale physics. This assumption can be relaxed : the eddy-induced
turbulent fluxes can be better approached by assuming that they depend linearly on the
gradients of large-scale quantities computed along neutral surfaces. In such a case, the
diffusive operator is an isoneutral second order operator and it has components in the
three space directions. However, both horizontal and isoneutral operators have no effect
on mean{.e. large scale) potential energy whereas potential energy is a main source of
turbulence (through baroclinic instabilitie®)have proposed a parameterisation of mesos-
cale eddy-induced turbulence which associates an eddy-induced velocity to the isoneutral
diffusion. Its mean effect is to reduce the mean potential energy of the ocean. This leads to
a formulation of lateral subgrid-scale physics made up of an isoneutral second order ope-
rator and an eddy induced advective part. In all these lateral diffusive formulations, the
specification of the lateral eddy coefficients remains the problematic point as there is no
really satisfactory formulation of these coefficients as a function of large-scale features.

In eddy-resolving configurations, a second order operator can be used, but usually a
more scale selective one (biharmonic operator) is preferred as the grid-spacing is usually
not small enough compared to the scale of the eddies. The role devoted to the subgrid-
scale physics is to dissipate the energy that cascades toward the grid scale and thus ensures
the stability of the model while not interfering with the solved mesoscale activity. Another
approach is becoming more and more popular : instead of specifying explicitly a sub-grid
scale term in the momentum and tracer time evolution equations, one uses a advective
scheme which is diffusive enough to maintain the model stability. It must be emphasised
that then, all the sub-grid scale physics is in this case include in the formulation of the
advection scheme.

All these parameterisations of subgrid scale physics present advantages and draw-
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backs. There are not all available NEMO . In the z-coordinate formulation, five op-

tions are offered for active tracers (temperature and salinity) : second order geopotential
operator, second order isoneutral opera®guarameterisation, fourth order geopotential
operator, and various slightly diffusive advection schemes. The same options are available
for momentum, excefit parameterisation which only involves tracers. In theordinate
formulation, additional options are offered for tracers : second order operator acting along
s—surfaces, and for momentum : fourth order operator acting alersyirfaces (seg8).

lateral second order tracer diffusive operator

The lateral second order tracer diffusive operator is defined by (see Appendix B) :

1 0 —Tr1
DT =v. (A’T R VT) with R=| 0 1  —m (2.44)
—-r1y —To 7“% + 7“%

wherer; andrs are the slopes between the surface along which the diffusive operator acts
and the model levek(g. z- or s-surfaces). Note that the formulation (2.44) is exact for the
rotation between geopotential andurfaces, while it is only an approximation for the ro-
tation between isoneutral and or s-surfaces. Indeed, in the latter case, two assumptions
are made to simplify (2.44]. First, the horizontal contribution of the dianeutral mixing

is neglected since the ratio between iso and dia-neutral diffusive coefficients is known to
be several orders of magnitude smaller than unity. Second, the two isoneutral directions
of diffusion are assumed to be independent since the slopes are generally leg&than

in the ocean (see Appendix B).

Forgeopotentiadiffusion,r; andr, are the slopes between the geopotential and com-
putational surfaces : in-coordinates they are zero;(= ro = 0) while in s-coordinate
(includingz* case) they are equal tq andos, respectively (see (2.36) ).

Forisoneutraldiffusion, andrs are the slopes between the isoneutral and computa-
tional surfaces. Therefore, they have a same expressioreinds-coordinates :

es (Op op -1 e3 (Op ap -1
=== ) (% == (=) (25 2.45
- <8i) <8k> T <82' ok (2:45)
When theEddy Induced Velocitgarametrisation (eiv)q is used, an additional tracer
advection is introduced in combination with the isoneutral diffusion of tracers :
DT =v. (AlT R VT) LV (URT) (2.46)

whereU* = (u*,v*, w*) is a non-divergent, eddy-induced transport velocity. This velo-
city field is defined by :

ut = +%% [Aeiv 771]
* 1 a e
v = +%% [A 7"2] (2-47)

* 1 8 et ~ a et ~
w :—E E(A egrl)—#—afj(A 617‘2)
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where A" is the eddy induced velocity coefficient (or equivalently the isoneutral thick-
ness diffusivity coefficient), ané, and#, are the slopes between isoneutral gedpo-
tential surfaces and thus depends on the coordinate considered :

n in z-coordinate
Fin = {r ® wheren = 1,2 (2.48)

rn + o, Inz*¥ands-coordinates

The normal component of the eddy induced velocity is zero at all the boundaries. This
can be achieved in a model by tapering either the eddy coefficient or the slopes to zero in
the vicinity of the boundaries. The latter strategy is usedBEMO (cf. Chap. 8).
lateral fourth order tracer diffusive operator

The lateral fourth order tracer diffusive operator is defined by :
DT = A (AlT AT) whereD'T = A (AlT AT) (2.49)

It is the second order operator given by (2.44) applied twice with the eddy diffusion
coefficient correctly placed.
lateral second order momentum diffusive operator

The second order momentum diffusive operator alengr s-surfaces is found by
applying (2.19e) to the horizontal velocity vector (see Appendix B) :

DV- v, (Almx) L A (Almg k)
1O(AmY) 1 9(Am ex)

| e 01 ege3 0j (2.50)
19(A™y) 1 9 (A™ es)
— - + -
ea 0 eres 0i

Such a formulation ensures a complete separation between the vorticity and horizontal
divergence fields (see Appendix C). Unfortunately, it is not available for geopotential
diffusion in s—coordinates and for isoneutral diffusion in bathand s-coordinatesi(e.
when a rotation is required). In these two cases,:tf@nd v—fields are considered as
independent scalar fields, so that the diffusive operator is given by :

DIV = V. (R Vu)

DIV = V. (R Vv) (2-51)

wheret is given by (2.44). It is the same expression as those used for diffusive operator
on tracers. It must be emphasised that such a formulation is only exact in a Cartesian
coordinate system,e. on a f— or S—plane, not on the sphere. It is also a very good
approximation in vicinity of the Equator in a geographical coordinate systém [
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lateral fourth order momentum diffusive operator

As for tracers, the fourth order momentum diffusive operator alog s-surfaces
is a re-entering second order operator (2.50) or (2.50) with the eddy viscosity coefficient
correctly placed :

geopotential diffusion ir-coordinate :

DV —v, { V. [Alm Y (x)} }

(2.52)
+ VX { k- -V x [Almvh X (Ck)} }
geopotential diffusion is-coordinate :
DIV = A (Alm Au)
where A (e) =V - (RV(e)) (2.53)
DV =A (Alm Av)
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Having defined the continuous equations in Chap. 2, we need to choose a discreti-
zation on a grid, and numerical algorithms. In the present chapter, we provide a general
description of the staggered grid usedNEMO, and other information relevant to the
main directory routines (time stepping, main program) as well as the DOM (DOMain)
directory.

3.1 Fundamentals of the Discretisation

3.1.1 Arrangement of Variables

The numerical techniques used to solve the Primitive Equations in this model are
based on the traditional, centred second-order finite difference approximation. Special
attention has been given to the homogeneity of the solution in the three space directions.
The arrangement of variables is the same in all directions. It consists of cells centred on
scalar pointsT, S, p, p) with vector points(u, v, w) defined in the centre of each face
of the cells (Fig. 3.1.1). This is the generalisation to three dimensions of the well-known
“C” grid in Arakawa’s classificationq]. The relative and planetary vorticity,and f, are
defined in the centre of each vertical edge and the barotropic stream furiggatefined
at horizontal points overlying théand f-points.

The ocean mesthi.¢. the position of all the scalar and vector points) is defined by the
transformation that gives\(,¢ ,z) as a function of(7, j, k). The grid-points are located
at integer or integer and a half value @f j, k) as indicated on Table 3.1.1. In all the
following, subscriptsu, v, w, f, uw, vw or fw indicate the position of the grid-point
where the scale factors are defined. Each scale factor is defined as the local analytical
value provided by (2.18). As a result, the mesh on which partial derivagyeg’, and

% are evaluated is a uniform mesh with a grid size of unity. Discrete partial derivatives are
formulated by the traditional, centred second order finite difference approximation while
the scale factors are chosen equal to their local analytical value. An important point here is
that the partial derivative of the scale factors must be evaluated by centred finite difference
approximation, not from their analytical expression. This preserves the symmetry of the
discrete set of equations and therefore satisfies many of the continuous properties (see
Appendix C). A similar, related remark can be made about the domain size : when needed,
an area, volume, or the total ocean depth must be evaluated as the sum of the relevant scale
factors (see (3.6)) in the next section).
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FiG. 3.1 — Arrangement of variableg.indicates scalar points where temperature,
salinity, density, pressure and horizontal divergence are defingdw] indicates
vector points, and indicates vorticity points where both relative and planetary
vorticities are defined

Discrete Operators

Given the values of a variablg at adjacent points, the differencing and averaging
operators at the midpoint between them are :

dila] = q(i+1/2) —q(i —1/2) (3.1a)
7' ={ali +1/2) +q(i—1/2)} /2 (3.1b)
Similar operators are defined with respectite¢ 1/2, j, j + 1/2, k, andk + 1/2.

Following (2.19a) and (2.19d), the gradient of a variapleefined at d’-point has its
three components definedwat v- andw-points while its Laplacien is defined &tpoint.
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T i j k
u i+1/2 j k
v i j+1/2 k
w i j k+1/2
f i+1/2 j+1/2 k
uw i+1/2 J k+1/2
vw i j+1/2 k+1/2
fw i+1/2 Jj+1/2 k+1/2

TaB. 3.1 — Location of grid-points as a function of integer or integer and a half
value of the column, line or level. This indexing is only used for the writing of the
semi- discrete equation. In the code, the indexing uses integer values only and has
a reverse direction in the vertical (s¢&1.3)

These operators have the following discrete forms in the curvilingaordinate system :

1 .1 .1
Vq= aéiJrl/Q [Q] 1+ a5j+1/2 [Q] J+ @5k+1/2 [Q] k (32)
1 €21u€3u :| |:6111631; :| >
Ag= | 4 0 +0; |[—= 4,
I €17 e2T e3T ( [ elu +1/2 la] T e j+1/2 [q]

1 1
—O0 |— ¢ 3.3
+ pll [egw k12 [Q]] (3-3)

Following (2.19c) and (2.19b), a vect@t = (a1,a9,a3) defined at vector points
(u,v,w) has its three curl components definedvat, uw, and f-points, and its diver-
gence defined &f-points :

1 .

VxA= P (5j+1/2 [e3wa3] — dpt1/2 [QQUQQ]) i

1 .
—|—62u . (Ok41/2 [€10a1] — 87412 [€30a3]) ] (3.4)

e
+€1f3£2f (5”1/2 le2vag] — dj412 [e1uar]) k
L 1
V-A=—"—(6eauesual] + 6j [er1vespan]) + — 5 [as] (3.5)
€1Te2re3T esT

In the special case of a putecoordinate system, (3.3) and (3.5) can be simplified.
In this case, the vertical scale factor becomes a function of the single vakiabig thus
does not depend on the horizontal location of a grid point. For example (3.5) reduces to :

1 1
(0 eayai] + d; [e1vas]) + —0k [as]
eirear esrT

VA=
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The vertical average over the whole water column denoted by an overbar becomes for
a guantityq which is a masked field (i.e. equal to zero inside solid area) :

S

1 [ 1
= E 3.6
H /k:b q e3q Ak H, k 134 (3.6)

where H,, is the ocean depth, which is the masked sum of the vertical scale factors at
q points, k? andk° are the bottom and surfadeindices, and the symbdi° refers to a
summation over all grid points of the same type in the direction indicated by the subscript
(herek).

In continuous form, the following properties are satisfied :

VxVg=0 (3.7)

V- (VxA)=0 (3.8)

Itis straightforward to demonstrate that these properties are verified locally in discrete
form as soon as the scalaris taken atl'-points and the vectofA has its components
defined at vector points:, v, w).

Let a andb be two fields defined on the mesh, with value zero inside continental area.
Using integration by parts it can be shown that the differencing operators; @nddy)
are anti-symmetric linear operators, and further that the averaging operator$ and
~k) are symmetric linear operatorise.

Z a; 61 [b] = — Z 5i+1/2 [CL] bi+1/2 (39)
Z a; 62 = Zai+1/2 bi+1/2 (310)

In other words, the adjoint of the differencing and averaging operators are; . ;
and(7%)" = T#t1/2, respectively. These two properties will be used extensively in the
Appendix C to demonstrate integral conservative properties of the discrete formulation
chosen.

Numerical Indexing

The array representation used in theRFFRAN code requires an integer indexing
while the analytical definition of the mesh (sg21.1) is associated with the use of integer
values forT"-points and both integer and integer and a half values for all the other points.
Therefore a specific integer indexing must be defined for points otherlthaoints ¢.e.
velocity and vorticity grid-points). Furthermore, the direction of the vertical indexing has
been changed so that the surface level is at1.
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FiG. 3.2 — Horizontal integer indexing used in the®TRAN code. The dashed
area indicates the cell in which variables contained in arrays have theisanc
j-indices

Horizontal Indexing

The indexing in the horizontal plane has been chosen as shown in Fig.3.1.3. For an
increasing: index (j index), theT-point and the eastward-point (northwardv-point)
have the same index (see the dashed area in Fig.3.113)pdint and its nearest northeast
f-point have the sameand;j-indices.
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Vertical Indexing

In the vertical, the chosen indexing requires special attention since-#xés is re-
orientated downward in thedRTRAN code compared to the indexing used in the semi-
discrete equations and given§B.1.1. The sea surface corresponds tothevel k = 1
which is the same index &B-level just below (Fig.3.1.3). The last-level (¢ = jpk)
either corresponds to the ocean floor or is inside the bathymetry while thE-lastl is
always inside the bathymetry (Fig.3.1.3). Note that for an increasiimglex, aw-point
and theT-point just below have the sanieindex, in opposition to what is done in the
horizontal plane where it is tHE-point and the nearest velocity points in the direction of
the horizontal axis that have the saingr j index (compare the dashed area in Fig.3.1.3
and 3.1.3). Since the scale factors are chosen to be strictly positiv@eus sigrappears
in the FORTRAN codebefore all the vertical derivativesf the discrete equations given in
this documentation.

Domain Size

The total size of the computational domain is set by the paramgiigls, jpjglo
andjpk in the 4, j and k& directions respectively. They are given as parameters in the
par_oce.F90modulé. The use of parameters rather than variables (together with dynamic
allocation of arrays) was chosen because it ensured that the compiler would optimize
the executable code efficiently, especially on vector machines (optimization may be less
efficient when the problem size is unknown at the time of compilation). Nevertheless, itis
possible to set up the code with full dynamical allocation by using the AGRIF packaged
[?]. Note that are other parameterspar_oce.F90that refer to the domain size. The two
parametergpidta andjpjdta may be larger tharipiglo, jpjglo when the user wants to
use only a sub-region of a given configuration. This is the "zoom” capability described
in §10.3. In most applications of the modghidta = jpiglo, jpjdta = jpjglo, and
jpizoom = jpjzoom = 1. Parametergpi andjpj refer to the size of each processor
subdomain when the code is run in parallel using domain decomposigymipp_mpi
defined, se§7.3).

Domain : Horizontal Grid (mesh) (domhgr.F9omodule)

Coordinates and scale factors

The ocean meshi.¢. the position of all the scalar and vector points) is defined by the
transformation that giveé\, ¢, z) as a function of(i, j, k). The grid-points are located
at integer or integer and a half values of as indicated in Table 3.1.1. The associated scale
factors are defined using the analytical first derivative of the transformation (2.18). These

When a specific configuration is used (ORCA2 global ocean, etc...) the parameter are ac-
tually defined in additional files introduced Ipar_oce.F90module via CPHAnclude command.
For example, ORCA2 parameters are sgian ORCAR2.h9(file
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FiG. 3.3 — Vertical integer indexing used in th© RTRAN code. Note that thé-
axis is orientated downward. The dashed area indicates the cell in which variables
contained in arrays have the sam@dex.
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definitions are done in two moduledpmhgr.F90and domzgr.F90 which provide the
horizontal and vertical meshes, respectively. This section deals with the horizontal mesh
parameters.

In a horizontal plane, the location of all the model grid points is defined from the ana-
lytical expressions of the longitudeand latitudey as a function ofi, 7). The horizontal
scale factors are calculated using (2.18). For example, when the longitude and latitude are
function of a single valuei@ndj, respectively) (geographical configuration of the mesh),
the horizontal mesh definition reduces to define the waited »(;j), and their deriva-
tives\' () ¢’(j) in thedomhgr.F90module. The model computes the grid-point positions
and scale factors in the horizontal plane as follows :

Ar = glamt= A(i) er = gphit= ¢(j)
Au = glamu= \(i + 1/2) pu = gphiu= ¢(5)
Av = glamv= A(4) pp = gphiv=(j + 1/2)
A; = glamf = A\(i +1/2) ¢r = gphif = ¢(j +1/2)
err = elt= 14|\ (i) cos(j)] ear = €2t=1,[¢'(j)]
e1y = €1t= 14| N (i + 1/2) cos p(j)] eay = €2t= 74|’ (j)]
e1p = elt=ry |\ (i) cosp(j +1/2)] eay = €2t= 14|’ (j +1/2)]|
e1f = elt=ry|N (i +1/2) cosp(j+ 1/2)| eaf = €2t=ry|¢'(j + 1/2)]

where the last letter of each computational name indicates the grid point considergd and
is the earth radius (defined phycst.F9Glong with all universal constants). Note that the
horizontal position of and scale factorsiapoints are exactly equal to thoseBfpoints,
thus no specific arrays are definedwapoints.

Note that the definition of the scale factoise( as the analytical first derivative of
the transformation that gives\, ¢, z) as a function ofs, j, k)) is specific to theNEMO
model [?]. As an exampleg;7 is defined locally at &-point, whereas many other models
on a C grid choose to define such a scale factor as the distance betwéé&mpdings on
each side of th@-point. Relying on an analytical transformation has two advantages :
firstly, there is no ambiguity in the scale factors appearing in the discrete equations, since
they are first introduced in the continuous equations ; secondly, analytical transformations
encourage good practice by the definition of smoothly varying grids (rather than allowing
the user to set arbitrary jumps in thickness between adjacent la@gr&)n example of
the effect of such a choice is shown in Fig. 3.2.1.

Choice of horizontal grid

The user has three options available in defining a horizontal grid, which involve the
parametelphgr_mesh of thepar_oce.F90module.

jphgr_-mesh=0 The most general curvilinear orthogonal grids. The coordinates and their
first derivatives with respect tb and j are provided in a file, read ihgr_read
subroutine of the domhgr module.
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FiG. 3.4 — Comparison of (a) traditional definitions of grid-point position and
grid-size in the vertical, and (b) analytically derived grid-point position and scale
factors. For both grids here, the samgoint depth has been chosen butin (a) the
T-points are set half way betweeanpoints while in (b) they are defined from an
analytical function z(k) = 5 (i — 1/2)% — 45 (i — 1/2)* + 140 (: — 1/2) — 150.
Note the resulting difference between the value of the grid-dizend those of

the scale factoe;,.

jphgr_mesh=1to 5 A few simple analytical grids are provided (see below). For other
analytical grids, thelomhgr.F90module must be modified by the user.

There are two simple cases of geographical grids on the spherejphihmesk1,
the grid (expressed in degrees) is regular in space, with grid sizes specified by parameters
ppeldegandppe2deg respectively. Such a geographical grid can be very anisotropic at
high latitudes because of the convergence of meridians (the zonal scale fadiecdome
much smaller than the meridional scale factess The Mercator grid jphgr-mesk4)
avoids this anisotropy by refining the meridional scale factors in the same way as the
zonal ones. In this case, meridional scale factors and latitudes are calculated analytically
using the formulae appropriate for a Mercator projection, basegpetddegwhich is a
reference grid spacing at the equator (this applies even when the geographical equator
is situated outside the model domain). In these two cgphgrimeskxl or 4), the grid
position is defined by the longitude and latitude of the south-westernmost ppglat0
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andppgphiQ. Note that for the Mercator grid the user need only provide an approximate
starting latitude : the real latitude will be recalculated analytically, in order to ensure that
the equator corresponds to line passing thraligandu-points.

Rectangular grids ignoring the spherical geometry are definedjphtdr_mesh= 2,
3, 5. The domain is either afrplane {phgr.mesh= 2, Coriolis factor is constant) or a
beta-planejphgr_mesh= 3, the Coriolis factor is linear in thg-direction). The grid size
is uniform in meter in each direction, and given by the paramegipesim andppe2m
respectively. The zonal grid coordinatggmarrays) is in kilometers, starting at zero with
the first7-point. The meridional coordinate (gphi. arrays) is in kilometers, and the second
T-point corresponds to coordinag@hit = 0. The input parametgrpglamOis ignored.
ppgphiOis used to set the reference latitude for computation of the Coriolis parameter.
In the case of the beta plangpgphiOcorresponds to the center of the domain. Finally,
the special casgphgr.meshk5 corresponds to a beta plane in a rotated domain for the
GYRE configuration, representing a classical mid-latitude double gyre system. The rota-
tion allows us to maximize the jet length relative to the gyre areas (and the number of grid
points).

The choice of the grid must be consistent with the boundary conditions specified by
the parametgperio (seeg7).

Grid files

All the arrays relating to a particular ocean model configuration (grid-point position,
scale factors, masks) can be saved in filamiish= 0 (namelist parameter). This can be
particularly useful for plots and off-line diagnostics. In some cases, the user may choose
to make a local modification of a scale factor in the code. This is the case in global confi-
gurations when restricting the width of a specific strait (usually a one-grid-point strait
that happens to be too wide due to insufficient model resolution). An example is Gibraltar
Strait in the ORCA2 configuration. When such modifications are done, the output grid
written whennmsh=£ 0 is no more equal to the input grid.

Domain : Vertical Grid (domzgr.Foomodule)

&namfzgr ! vertical coordinate
1
In_zco = false. ! z-coordinate - full steps  (T/F) ("key_zco" may also be defined)
In_zps = .true. ! z-coordinate - partial steps  (T/F)
In_sco = .false. ! s- or hybrid z-s-coordinate (TIF)
/
!
&namdom ! space and time domain (bathymetry, mesh, timestep)
1
ntopo = 1 ! compute (=0) or read(=1) the bathymetry file
e3zps_min = 5. I the thickness of the partial step is set larger than the minimum
e3zps_rat = 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
nmsh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
nacc = 0 I =1 acceleration of convergence method used, rdt < rdttra(k)
! =0, no acceleration, rdt = rdttra
atfp = 0.1 ! asselin time filter parameter
rdt = 5760. ! time step for the dynamics (and tracer if nacc=0)
rdtmin = 5760. ! minimum time step on tracers (used if nacc=1)

rdtmax 5760. ! maximum time step on tracers (used if nacc=1)
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FiG. 3.5—The ocean bottom as seen by the modelz-@)ordinate with full step,

(b) z-coordinate with partial step, (g}coordinate : terrain following representa-
tion, (d) hybrids — = coordinate, (e) hybrid — = coordinate with partial step,
and (f) same as (e) but with variable volume associated with the non-linear free
surface. Note that the variable volume opti&ey vvl) can be used with any of

the 5 coordinates (a) to (e).

rdth = 800. ! depth variation of tracer time step (used if nacc=1)
rdtbt = 90. ! barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
nclosea = 0 ! =0 no closed sea in the model domain

I =1 closed sea (Black Sea, Caspian Sea, Great US Lakes...)

In the vertical, the model mesh is determined by four things : (1) the bathymetry given
in meters; (2) the number of levels of the modek]; (3) the analytical transformation
z(i,7, k) and the vertical scale factors (derivatives of the transformation); and (4) the
masking system,.e. the number of wet model levels at eaghj) column of points.

The choice of a vertical coordinate, even if it is made through a namelist parameter,
must be done once of all at the beginning of an experiment. It is not intended as an option
which can be enabled or disabled in the middle of an experiment. Three main choices are
offered (Fig. 3.3ato c)z-coordinate with full step bathymetrin(zco=true),z-coordinate
with partial step bathymetryr(_zps=true), or generalized:-coordinate lf_sco=true). Hy-
bridation of the three main coordinates are available z or s— zps coordinate (Fig. 3.3d
and 3.3e). When using the variable volume optieg_vvl) (i.e. non-linear free surface),
the coordinate follow the time-variation of the free surface so that the transformation is
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time dependentz (i, j, k, t) (Fig. 3.3f). This option can be used with full step bathymetry
or s-coordinate (hybride and partial step coordinates have not yet been tested in NEMO
v2.3).

Contrary to the horizontal grid, the vertical grid is computed in the code and no pro-
vision is made for reading it from a file. The only input file is the bathymetry (in méters)
After reading the bathymetry, the algorithm for vertical grid definition differs between the
different options :

zco set a reference coordinate transformatigfk), and set (i, j, k, t) = zo(k).

zps set a reference coordinate transformatigk), and calculate the thickness of the
deepest level at eadh, j) point using the bathymetry, to obtain the final three-
dimensional depth and scale factor arrays.

sco smooth the bathymetry to fulfil the hydrostatic consistency criteria and set the three-
dimensional transformation.

s-zand s-zps smooth the bathymetry to fulfil the hydrostatic consistency criteria and set
the three-dimensional transformatie(i, 7, k), and possibly introduce masking of
extra land points to better fit the original bathymetry file

Generally, the arrays describing the grid point depths and vertical scale factors are
three dimensional arrays, j, k). In the special case afcoordinates with full step bot-
tom topography, it is possible to define those arrays as one-dimensional, in order to save
memory. This is performed by defining they_zco C-Pre-Processor (CPP) key. To im-
prove the code readability while providing this flexibility, the vertical coordinate and scale
factors are defined as functions @f j, k) with "fs” as prefix (examples fsdeptht, fse3t,
etc) that can be either three-dimensional arrays, or a one dimensional arraikeyhzro
is defined. These functions are defined in thedibenzgrsubstitute.h9@f the DOM di-
rectory. They are used throughout the code, and replaced by the corresponding arrays at
the time of pre-processing (CPP capability).

Meter Bathymetry

Three options are possible for defining the bathymetry, according to the namelist va-
riable ntopo:

ntopo= 0 a flat-bottom domain is defined. The total depfijpk) is given by the coordi-
nate transformation. The domain can either be a closed basin or a periodic channel
depending on the paramejperio.

ntopo=-1 a domain with a bump of topography one third of the domain width at the
central latitude. This is meant for the "EEL-R5” configuration, a periodic or open
boundary channel with a seamount.

ntopo=1 read a bathymetry. The bathymetry file (Netcdf format) provides the ocean
depth (positive, in meters) at each grid point of the model grid. The bathymetry is

2N.B. in full stepz-coordinate, dathylevelfile can replace theathymeterfile, so that the
computation of the number of wet ocean point in each water column is by-passed



3.3.2

46 Space and Time Domain (DOM)

usually built by interpolating a standard bathymetry produgj.(ETOPO2) onto
the horizontal ocean mesh. Defining the bathymetry also defines the coastline :
where the bathymetry is zero, no model levels are defined (all levels are masked).

When using the rigid lid approximatiork€y_dynspgrl is defined) isolated land
masses (islands) must be identified by negative integers in the input bathymetry file (see
§10.7.4).

When a global ocean is coupled to an atmospheric model it is better to represent all
large water bodies (e.g, great lakes, Caspian sea...) even if the model resolution does not
allow their communication with the rest of the ocean. This is unnecessary when the ocean
is forced by fixed atmospheric conditions, so these seas can be removed from the ocean
domain. The user has the option to set the bathymetry in closed seas to zefd0(&e
but the code has to be adapted to the user’s configuration.

z-coordinate (n_zco=.true. or key_zco) and reference coordinate

The reference coordinate transformatigiik) defines the arraygdept, andgdepwy
for T- andw-points, respectively. As indicated on Fig.3.jpR is the number ofv-levels.
gdepwy(1) is the ocean surface. There are at mjpktl 7-points inside the ocean, the
additionalT-point atjk = jpk is below the sea floor and is not used. The vertical loca-
tion of w- andT-levels is defined from the analytic expression of the deptk) whose
analytical derivative with respect to provides the vertical scale factors. The user must
provide the analytical expression of bathand its first derivative with respect to This
is done in routinelomzgr.F9Ghrough statement functions, using parameters provided in
thepar_oce.h9(ile.

Itis possible to define a simple regular vertical grid by giving zero stretcipipadr=0).
In that case, the parametgpk (number ofw-levels) andpphmax(total ocean depth in
meters) fully define the grid.

For climate-related studies it is often desirable to concentrate the vertical resolution
near the ocean surface. The following function is proposed as a standarg¢ooadinate
(with either full or partial steps) :

20(k) = hsur — ho k — hy log[cosh ((k — hen)/her) ]
0 (3.11)
es(k) = |—ho — hq tanh ((k — hep)/her)|

wherek = 1 to jpk for w-levels andk = 1 to k = 1 for T—levels. Such an expression
allows us to define a nearly uniform vertical location of levels at the ocean top and bottom
with a smooth hyperbolic tangent transition in between (Fig. 3.3.2).

The most used vertical grid for ORCA2 ha8 m (500 m) resolution in the surface
(bottom) layers and a depth which varies from 0 at the sea surface to a minimum of
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FIG. 3.6 — Default vertical mesh for ORCAZ2 : 30 ocean levels (L30). Vertical level
functions for (a) T-point depth and (b) the associated scale factor as computed
from (3.11) using (3.12) in-coordinate.

—5000 m. This leads to the following conditions :
es(141/2) = 10.
es(jpk — 1/2) = 500.
z(1) =
z(jpk) =

(3.12)
—5000.

With the choice of the stretchinly., = 3 and the number of leveipk=31, the four
coefficientshgy,, ho, h1, andhg, in (3.11) have been determined such that (3.12) is sa-
tisfied, through an optimisation procedure using a bisection method. For the first standard
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ORCA2 vertical grid this led to the following values,,,. = 4762.96, hy = 255.58, hy =
245.5813, andhy, = 21.43336. The resulting depths and scale factors as a function of the
model levels are shown in Fig. 3.3.2 and given in Table 3.3.2. Those values correspond to
the parametermgpsur, ppaQ ppal, ppkthin the parameter filpar_oce.F90
Rather than entering parametérs,., ho, andh; directly, it is possible to recalculate
them. In that case the user sefsurE=ppaC=ppal=pp.to_be computedin par_oce.F90
and specifies instead the four following parameters :
— ppacr=h,, : stretching factor (nondimensional). The larggacr, the smaller the
stretching. Values fror to 10 are usual.
— ppkthehy, @ is approximately the model level at which maximum stretching occurs
(nondimensional, usually of order 1/2 or 2/3jpk)
— ppdzmin minimum thickness for the top layer (in meters)
— pphmax total depth of the ocean (meters).
As an example, for thé5 layers used in the DRAKKAR configuration those parameters
are :jpk=46, ppacr=9, ppkth=23.563 ppdzmir6m, pphmax5750m.

z-coordinate with partial step (In_zps-.true.)

&namdom ! space and time domain (bathymetry, mesh, timestep)

|
ntopo = 1 I compute (=0) or read(=1) the bathymetry file
e3zps_min = 5. ! the thickness of the partial step is set larger than the minimum
e3zps_rat = 0.1 I of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
nmsh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
nacc = 0 I =1 acceleration of convergence method used, rdt < rdttra(k)

I =0, no acceleration, rdt = rdttra

atfp = 0.1 ! asselin time filter parameter

rdt = 5760. ! time step for the dynamics (and tracer if nacc=0)

rdtmin = 5760. ! minimum time step on tracers (used if nacc=1)

rdtmax = 5760. I maximum time step on tracers (used if nacc=1)

rdth = 800. ! depth variation of tracer time step (used if nacc=1)

rdtbt = 90. ! barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
nclosea = 0 ! =0 no closed sea in the model domain

I =1 closed sea (Black Sea, Caspian Sea, Great US Lakes...)

In z-coordinate partial step, the depths of the model levels are defined by the refe-
rence analytical function, (k) as described in the previous sectierceptin the bottom
layer. The thickness of the bottom layer is allowed to vary as a function of geographical
location(\, ¢) to allow a better representation of the bathymetry, especially in the case of
small slopes (where the bathymetry varies by less than one level thickness from one grid
point to the next). The reference layer thicknessesave been defined in the absence of
bathymetry. With partial steps, layers from ljpk-2 can have a thickness smaller than
est(jk). The model deepest laygpk-1) is allowed to have either a smaller or larger thi-
ckness thams, (jpk) : the maximum thickness alloweds« es,(jpk — 1). This has to be
kept in mind when specifying the maximum deibhmaxin partial steps : for example,
with pphmax= 5750 m for the DRAKKAR 45 layer grid, the maximum ocean depth al-
lowed is actually6000 m (the default thicknesss, (jpk — 1) being250 m). Two variables
in the namdom namelist are used to define the partial step vertical grid. The mimimum
water thickness (in meters) allowed for a cell partially filled with bathymetry at level jk
is the minimum ofe3zpsmir{thickness in meters, usuaty) m) or es;(jk) * e3zpsrat (a
fraction, usually 10%, of the default thicknesg(jk)).
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LEVEL | GDEPT | GDEPW E3T | E3W
1 5.00 0.00| 10.00| 10.00
2 15.00 10.00| 10.00| 10.00
3 25.00 20.00| 10.00| 10.00
4 35.01 30.00| 10.01| 10.00
5 45.01 40.01| 10.01| 10.01
6 55.03 50.02| 10.02| 10.02
7 65.06 60.04| 10.04| 10.03
8 75.13 70.09| 10.09| 10.06
9 85.25 80.18| 10.17| 10.12
10 95.49 90.35| 10.33| 10.24
11 105.97| 100.69, 10.65| 10.47
12 116.90| 111.36, 11.27| 10.91
13 128.70| 122.65| 12.47| 11.77
14 142.20| 135.16| 14.78| 13.43
15 158.96| 150.03| 19.23| 16.65
16 181.96| 169.42| 27.66| 22.78
17 216.65| 197.37| 43.26| 34.30
18 272.48| 241.13| 70.88| 55.21
19 364.30| 312.74| 116.11| 90.99
20 511.53| 429.72| 181.55| 146.43
21 732.20| 611.89| 261.03| 220.35
22 1033.22) 872.87| 339.39| 301.42
23 1405.70| 1211.59| 402.26| 373.31
24 1830.89| 1612.98| 444.87| 426.00
25 2289.77| 2057.13| 470.55| 459.47
26 2768.24| 2527.22| 484.95| 478.83
27 3257.48| 3011.90| 492.70| 489.44
28 3752.44| 3504.46| 496.78| 495.07
29 4250.40| 4001.16| 498.90| 498.02
30 4749.91| 4500.02| 500.00| 499.54
31 5250.23| 5000.00| 500.56| 500.33

TAB. 3.2 — Default vertical mesh irrcoordinate for 30 layers ORCA2 configura-
tion as computed from (3.11) using the coefficients given in (3.12)
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Add a figure here of pstep especially at last ocean level

s-coordinate (n_scc=true)

&nam_zgr_sco
1.

s-coordinate or hybrid z-s-coordinate

shot_min = 300. ! minimum depth of s-bottom surface (>0) (m)

shot_max = 5250. ! maximum depth of s-bottom surface (= ocean depth) (>0) (m)
theta = 6.0 I surface control parameter (0O<=theta<=20)

thetb = 0.75 ! bottom control parameter (O<=thetb<= 1)

r_max = 0.15 ! maximum cut-off r-value allowed (0<r_max<1)

/

In s-coordinate Key_scois defined), the depth and thickness of the model levels are de-
fined from the product of a depth field and either a stretching function or its derivative,
respectively :

(3.13)

whereh is the depth of the lasb-level (zo(k)) defined at thel’-point location in the
horizontal andzy(k) is a function which varies frond at the sea surface tb at the
ocean bottom. The depth fieldis not necessary the ocean depth, since a mixed step-
like and bottom-following representation of the topography can be used (Fig. 3.3d-e). In
the example providedz{r.s.h90file) h is a smooth envelope bathymetry and steps are
used to represent sharp bathymetric gradients.

A new flexible stretching function, modified frofhis provided as an example :

z=he+ (h—he) cs)
_ [tanh (0 (s + b)) — tanh (0 )] (3.14)
(s) = 2 sinh (6)

whereh, is the thermocline depth adandb are the surface and bottom control parame-
ters such thab < 0 < 20, and0 < b < 1. b has been designed to allow surface and/or
bottom increase of the vertical resolution (Fig. 3.3.4).

z*- or s*-coordinate (add key.wvl)

This option is described in the Report by Leviéral. (2007), available on thlEMO
web site.

level bathymetry and mask

Whatever the vertical coordinate used, the model offers the possibility of representing
the bottom topography with steps that follow the face of the model cells (step like topo-
graphy) [?]. The distribution of the steps in the horizontal is defined in a 2D integer array,
mbathy, which gives the number of ocean levéls. (those that are not masked) at each
T-point. mbathy is computed from the meter bathymetry using the definiton of gdept as
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FiG. 3.7 — Examples of the stretching function applied to a sea mont; from left to
right : surface, surface and bottom, and bottom intensified resolutions

the number off-points which gdep& bathy. Note that in version NEMO v2.3, the user
still has to provide the "level” bathymetry in a NetCDF file when using the full step option
(In_zco, rather than the bathymetry in meters : both will be allowed in future versions.

Modifications of the model bathymetry are performed inlihectl routine (seelomzgr.F90
module) after mbathy is computed. Isolated grid points that do not communicate with ano-
ther ocean point at the same level are eliminated.

In the case of the rigid-lid approximation when islands occur in the computatio-
nal domain Ih_dynspgrl=.true. andkey_island is defined), thembathyarray must be
provided and takes values fromN to jpk-1. It provides the following information :
mbathy(i,j) = —n, n € ]0, N], T-points are land points on thé" island ;mbathy(i, j) =
0, T-points are land points on the main land (continentputhy(i, j) = k, the firstk T-
andw-points are ocean points, the others are points below the ocean floor.

This is used to compute the island barotropic stream function used in the rigid lid
computation (se&10.7.4).

From thembathyarray, the mask fields are defined as follows :

1 if kK < mbathy(i,j)

t k .7 .?k = i
mask(i, j, k) { 0 if k < mbathy(i,j)

umask (i, j, k) = tmask(i,j, k) * tmask(i+ 1,7, k)
vmask(i, j, k) = tmask(i, j, k) = tmask(i,j+ 1,k)
fmask(i,j, k) = tmask(i,j, k) * tmask(i+ 1,7, k)

x tmask(i, j, k) * tmask(i+ 1,7, k)

Note thatwmaskis not defined as it is exactly equal tmaskwith the numerical
indexing used{ 3.1.3). Moreover, the specification of closed lateral boundaries requires
that at least the first and last rows and columns ofnibb@thyarray are set to zero. In the
particular case of an east-west cyclical boundary conditidmathyhas its last column



3.4

3.4.1

52 Space and Time Domain (DOM)

equal to the second one and its first column equal to the last but one (and so too the mask
arrays) (se¢ 7.2).

Time Discretisation

The time stepping used NEMOiis a three level scheme that can be represented as
follows :

DAL Dt |9 A RHE A LEHAL (3.15)

wherezx stands for, v, T or S'; RHS is the Right-Hand-Side of the corresponding time
evolution equation At is the time step; and the superscripts indicate the time at which a
guantity is evaluated. Each term of the RHS is evaluated at a specific time step(s) depen-
ding on the physics with which it is associated.

The choice of the time step used for this evaluation is discussed below as well as the
implications in terms of starting or restarting a model simulation. Note that the time step-
ping is generally performed in a one step operation. With such a complex and nonlinear
system of equations it would be dangerous to let a prognostic variable evolve in time for
each term separately.

The three level scheme requires three arrays for each prognostic variables. For each
variablez there isx; (before) andr,, (now). The third array, although referred toas
(after) in the code, is usually not the variable at the next time step; but rather it is used to
store the time derivative (RHS in (3.15)) prior to time-stepping the equation. Generally, the
time stepping is performed once at each time stepaimxt. F90anddynnxt.FO90modules,
except for implicit vertical diffusion or sea surface height when time-splitting options are
used.

Non-Diffusive Part — Leapfrog Scheme

The time stepping used for non-diffusive processes is the well-known leapfrog scheme.
It is a time centred scheme, i.e. the RHS is evaluated at timetstp now time step.
It is only used for non-diffusive terms, that is momentum and tracer advection, pressure
gradient, and Coriolis terms. This scheme is widely used for advective processes in low-
viscosity fluids. It is an efficient method that achieves second-order accuracy with just
one right hand side evaluation per time step. Moreover, it does not artificially damp linear
oscillatory motion nor does it produce instability by amplifying the oscillations. These ad-
vantages are somewhat diminished by the large phase-speed error of the leapfrog scheme,
and the unsuitability of leapfrog differencing for the representation of diffusive and Ray-
leigh damping processes. However, the most serious problem associated with the leapfrog
scheme is a high-frequency computational noise called "time-splittiPighpt develops
when the method is used to model non linear fluid dynamics : the even and odd time steps
tend to diverge into a physical and a computational mode. Time splitting can be controlled
through the use of an Asselin time filter (first designed Hyahd more comprehensively
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studied by?), or by periodically reinitialising the leapfrog solution through a single inte-
gration step with a two-level scheme.NEMOwe follow the first strategy :

b =at + 4 :c'jfm — 2zt + xt+At] (3.16)

where the subscripf denotes filtered values andis the Asselin coefficienty is initia-
lized asatfp (namelist parameter). Its default valueai$p=0.1. This default value causes
a significant dissipation of high frequency motions. Recommended values in idealized
studies of shallow water turbulence are two orders of magnitude sm&lgrgpth stra-
tegies do, nevertheless, degrade the accuracy of the calculation from second to first order.
The leapfrog scheme combined with a Robert-Asselin time filter has been preferred to
other time differencing schemes such as predictor corrector or trapezoidal schemes, be-
cause the user has an explicit and simple control of the magnitude of the time diffusion
of the scheme. In association with the 2nd order centred space discretisation of the advec-
tive terms in the momentum and tracer equations, it avoids implicit numerical diffusion
in both the time and space discretisations of the advective term : they are both set expli-
citly by the user through the Robert-Asselin filter parameter and the viscous and diffusive
coefficients.

Alternative time stepping schemes are currently under investigation.

Diffusive Part — Forward or Backward Scheme

The leapfrog differencing scheme is unsuitable for the representation of diffusive and
damping processes. For a tendatey, representing a diffusive term or a restoring term
to a tracer climatology (when present, $e4.6), a forward time differencing scheme is
used :
gITA = g=At L 9 At D, I7A (3.17)

This is diffusive in time and conditionally stable. For example, the conditions for
stability of second and fourth order horizontal diffusion schemes@re [

2
— laplacian diffusion
Ah < ] 8 AL (3.18)

4
bilaplacian diffusion

&
64 At
wheree is the smallest grid size in the two horizontal directions atfdis the mixing
coefficient. The linear constraint (3.18) is a necessary condition, but not sufficient. If it is
not satisfied, even mildly, then the model soon becomes wildly unstable. The instability
can be removed by either reducing the length of the time steps or reducing the mixing
coefficient.

For the vertical diffusion terms, a forward time differencing scheme can be used, but
usually the numerical stability condition implies a strong constraint on the time step. Two
solutions are available INEMOto overcome the stability constrainfa) a forward time
differencing scheme using a time splitting technigimezdfex.true.) or(b) a backward
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(or implicit) time differencing scheme bip_zdfexg.false.). In(a), the master time step
Atis cut intoN fractional time steps so that the stability criterion is reduced by a factor
of N. The computation is done as follows :

ui*At — utht
2A 2A
WA AT %t DF-AHE-DR for T _1toN  (3.19)

uttAt — g t+At

with DF a vertical diffusion term. The number of fractional time stepys,is given by
settingn_zdfexp (namelist parameter). The schelid¢ is unconditionally stable but dif-
fusive. It can be written as follows :

pl TRl = 2178 4 2 At RHSFAY (3.20)

This scheme is rather time consuming since it requires a matrix inversion, but it be-
comes attractive since a splitting factor of 3 or more is needed for the forward time dif-
ferencing scheme. For example, the finite difference approximation of the temperature
equation is :

T(k)* — Tkt 1 AvT £l

where RHS is the right hand side of the equation except for the vertical diffusion term.
We rewrite (3.20) as :

—c(k+ 1) uH (k4 1) + d(k) u' T (E) — c(k) u! Tk — 1) = b(k) (3.22)
where
c(k) = A" (k) / e3uw(k)
d(k) = esu(k) / (2At) + ck + cr1
b(k) = esu(k) (u'~'(k) / (2A1) + RHS)
(3.22) is a linear system of equations which associated matrix is tridiagonal. Moreo-
ver, c(k) andd(k) are positive and the diagonal term is greater than the sum of the two

extra-diagonal terms, therefore a special adaptation of the Gauss elimination procedure is
used to find the solution (see for examp)e

Start/Restart strategy

&namrun ! parameters of the run
1.
no = 0 I job number
cexper = "ORCA2" ! experience name
In_rstart = .false. ! start from rest (F) or from a restart file (T)
nrstdt = 0 I restart control = 0 nit000 is not compared to the restart file value

! = 1 use ndate0O in namelist (not the value in the restart file)
! = 2 calendar parameters read in the restart file
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nit000 = 1 | first time step

nitend = 5475 ! last time step

ndateO = 010101 ! initial calendar date yymmdd (used if nrstdt=1)

nleapy = 0 ! Leap year calendar (1) or not (0)

ninist = 0 ! output the initial state (1) or not (0)

nstock = 5475 ! frequency of creation of a restart file

nwrite = 5475 ! frequency of write in the output file

In_dimgnnn = .false. ! DIMG file format: 1 file for all processors (F) or by processor (T)

The first time step of this three level scheme when starting from initial conditions is a
forward step (Euler time integration) :

2t = 2% + At RHS’ (3.23)

It is also possible to restart from a previous computation, by using a restart file. The
restart strategy is designed to ensure perfect restartability of the code : the user should
obtain the same results to machine precision either by running the mod&Nfdime
steps in one go, or by performing two consecutive experimendé sfeps with a restart.

This requires saving two time levels and many auxiliary data in the restart files in machine
precision.

Note that when a semi-implicit scheme is used to evaluate the hydrostatic pressure
gradient (se¢5.3.4), an extra three-dimensional field has to be added in the restart file
to ensure an exact restartability. This is done only optionally via the namelist parameter
nn.dynhpgrst, so that a reduction of the size of restart file can be obtained when the
restartability is not a key issue (operational oceanography or ensemble simulation for
seasonal forcast).
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Using the representation described in Chap. 3, several semi-discrete space forms of
the tracer equations are available depending on the vertical coordinate used and on the
physics used. In all the equations presented here, the masking has been omitted for sim-
plicity. One must be aware that all the quantities are masked fields and that each time a
mean or difference operator is used, the resulting field is multiplied by a mask.

The two active tracers are potential temperature and salinity. Their prognostic equa-
tions can be summarized as follows :

NXT = ADV + LDF + ZDF + SBC(+QSR) (+BBC) (+BBL) (+DMP)

NXT stands for next, referring to the time-stepping. From left to right, the terms on the
rhs of the tracer equations are the advection (ADV), the lateral diffusion (LDF), the verti-
cal diffusion (ZDF), the contributions from the external forcings (SBC : Surface Boundary
Condition, QSR : penetrative Solar Radiation, and BBC : Bottom Boundary Condition),
the contribution from the bottom boundary Layer (BBL) parametrisation, and an inter-
nal damping (DMP) term. The terms QSR, BBC, BBL and DMP are optional. The ex-
ternal forcings and parameterisations require complex inputs and complex calculations
(e.g. bulk formulae, estimation of mixing coefficients) that are carried out in the SBC,
LDF and ZDF modules and described in chapt#sg8 and§9, respectively. Note that
tranpc.F9Q the non-penetrative convection module, although (temporarily) located in the
NEMO/OPA/TRA directory, is described with the model vertical physics (ZDF).

In the present chapter we also describe the diagnostic equations used to compute the
sea-water properties (density, Brunt-\&isfrequency, specific heat and freezing point)
although the associated modulés (eosbn2.F90ocfzpt.F90andphycst.FO) are (tem-
porarily) located in the NEMO/OPA directory.

The different options available to the user are managed by namelist logical or CPP
keys. For each equation terttt, the namelist logicals ada_trattt_xxx wherexxxis a 3
or 4 letter acronym accounting for each optional scheme. The CPP key (when it exists) is
key_trattt . The corresponding code can be found intifagtt or trattt_xxxmodule, in the
NEMO/OPA/TRA directory.

The user has the option of extracting each tendency term on the rhs of the tracer
equation for outputkey_trdtra is defined), as described in Chap. 10.
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Tracer Advection traadv.F90

&nam_traadv ! advection scheme for tracer

1
In_traadv_cen2 = .true. ! 2nd order centered scheme
In_traadv_tvd = .false. ! TVD scheme
In_traadv_muscl = .false. ! MUSCL scheme
In_traadv_muscl2 = .false. ! MUSCL2 scheme + cen2 at boundaries
In_traadv_ubs = false. ! UBS scheme

The advection tendency of a tracer in flux form is the divergence of the advective
fluxes. Its discrete expression is given by :

1 1
( (5, [€2u €3y U Tu] + (53' [611) €3y U Tv] ) - — (Sk [w Tw} (4.1)

ADV, = ——
br e3r

wherer is either T or S, andr = ey ear ez is the volume ofT-cells. In purez-
coordinate key_zcois defined), it reduces to :

1 1
(0ileau wTy] +0j [e1vv Ty] ) — —0k [w Ty) 4.2)
eireor €sr

ADV, = —

since the vertical scale factors are functiong ohly, and thugs, = e, = esp. The flux
form in (4.1) requires implicitly the use of the continuity equation. Indeed, it is obtained
by using the following equality V - (UT) = U - VT which results from the use of the
continuity equationy - U = 0 or die3 + e3 V - U = 0 in constant (default option) or
variable key_vvl defined) volume case, respectively. Therefore it is of paramount impor-
tance to design the discrete analogue of the advection tendency so that it is consistent with
the continuity equation in order to enforce the conservation properties of the continuous
equations. In other words, by substitutindpy 1 in (4.1) we recover the discrete form of
the continuity equation which is used to calculate the vertical velocity.

The key difference between the advection schemes usgBMOis the choice made
in space and time interpolation to define the value of the tracer at the velocity points
(Fig. 4.1).

Along solid lateral and bottom boundaries a zero tracer flux is naturally specified,
since the normal velocity is zero there. At the sea surface the boundary condition depends
on the type of sea surface chosen :

rigid-lid formulation : w = 0 at the surface, so the advective fluxes through the surface
are zero.

linear free surface : the first level thickness is constant in time : the vertical boundary
condition is applied at the fixed surfaee= 0 rather than on the moving surface
z = n. There is a hon-zero advective flux which is set for all advection schemes as
the product of surface velocity (at= 0) by the first level tracervalueq‘,w\k:l/2 =
Th—1.
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FIG. 4.1 — Schematic representation of some ways used to evaluate the tracer
value atu-point and the amount of tracer exchanged between two neighbouring
grid points. Upsteam biased scheme (ups) : the upstream value is used and the
black area is exchanged. Piecewise parabolic method (ppm) : a parabolic interpo-
lation is used and the black and dark grey areas are exchanged. Monotonic ups-
tream scheme for conservative laws (muscl) : a parabolic interpolation is used and
black, dark grey and grey areas are exchanged. Second order scheme (cen2) : the
mean value is used and black, dark grey, grey and light grey areas are exchanged.
Note that this illustration does not include the flux limiter used in ppm and muscl
schemes.

non-linear free surface : (key_vvl is defined) convergence/divergence in the first ocean
level moves the free surface up/down. There is no tracer advection through it so
that the advective fluxes through the surface are also zero

In all cases, this boundary condition retains local conservation of tracer. Global conser-
vation is obtained in both rigid-lid and non-linear free surface cases, but not in the linear
free surface case. Nevertheless, in the latter case, it is achieved to a good approximation
since the non-conservative term is the product of the time derivative of the tracer and the
free surface height, two quantities that are not correlated§@e2, and als@??).

The velocity field that appears in (4.1) and (4.2) is the centnes)( eulerianocean
velocity (see Chap. 5). When advective bottom boundary laygy &nd/or eddy induced
velocity (eiv) parameterisations are used it is th@w effectivevelocity (i.e. the sum of
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the eulerian, the bbl and/or the eiv velocities) which is used.

The choice of an advection scheme is made imtm traadvnamelist, by setting to
true one and only one of the logicdis_traadv.xxx The corresponding code can be found
in thetraadv xxx.F90module, wherexxxis a 3 or 4 letter acronym corresponding to each
scheme. Details of the advection schemes are given below. The choice of an advection
scheme is a complex matter which depends on the model physics, model resolution, type
of tracer, as well as the issue of numerical cost.

Note that (1) cen2, cend and TVD schemes require an explicit diffusion operator while
the other schemes are diffusive enough so that they do not require additional diffusion;
(2) cen2, cen4, MUSCL2, and UBS are muisitiveschemes , implying that false ex-
trema are permitted. Their use is not recommended on passive tracers; (3) It is highly
recommended that the same advection-diffusion scheme is used on both active and pas-
sive tracers. Indeed, if a source or sink of a passive tracer depends on an active one, the
difference of treatment of active and passive tracers can create very nice-looking frontal
structures that are pure numerical artefacts.

274 order centred scheme (cen2)lif_traadv.cen2=.true.)

In the centred second order formulation, the tracer at velocity points is evaluated as
the mean of the two neighbourifigpoint values. For example, in thalirection :

reen2 — /2 (4.3)

u

The scheme is non diffusivé.¢. it conserves the tracer variane&,) but dispersive
(i.e. it may create false extrema). It is therefore notoriously noisy and must be used in
conjunction with an explicit diffusion operator to produce a sensible solution. The asso-
ciated time-stepping is performed using a leapfrog scheme in conjunction with an Asselin
time-filter, soT" in (4.3) is thenowtracer value. The centered second order advection is
computed in théraadv.cen2.F90module. In this module, it is also proposed to combine
thecen2scheme with an upstream scheme in specific areas which requires a strong diffu-
sion in order to avoid the generation of false extrema. These areas are the vicinity of large
river mouths, some straits with coarse resolution, and the vicinity of ice coveriagea (
when the ocean temperature is close to the freezing point).

Note that using the cen2 scheme, the overall tracer advection is of second order accu-
racy since both (4.1) and (4.3) have this order of accuracy. Note also that

4" order centred scheme (cen4)lit_traadv.cen4=.true.)

In the 4" order formulation (to be implemented), tracer values are evaluated at velo-
city points as ai** order interpolation, and thus uses the four neighboufifgpints. For
example, in the-direction :

. i+1/2
Tgenél =T — 6 0; [5i+1/2[T]] (4.4)

Inegative values can appear in an initially strictly positive tracer field which is advected
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Strictly speaking, the cen4 scheme is not'a order advection scheme but44
order evaluation of advective fluxes, since the divergence of advective fluxes (4.1) is kept
at 2" order. The phrase4*” order scheme” used in oceanographic literature is usually
associated with the scheme presented here. Introduding 4" order advection scheme
is feasible but, for consistency reasons, it requires changes in the discretisation of the
tracer advection together with changes in both the continuity equation and the momentum
advection terms.

A direct consequence of the pseudo-fourth order nature of the scheme is that it is not
non-diffusive, i.e. the global variance of a tracer is not preserved gsing Furthermore,
it must be used in conjunction with an explicit diffusion operator to produce a sensible
solution. The time-stepping is also performed using a leapfrog scheme in conjunction with
an Asselin time-filter, s@" in (4.4) is thenowtracer.

At aT-grid cell adjacent to a boundary (coastline, bottom and surface), an additional
hypothesis must be made to evaluafg™. This hypothesis usually reduces the order
of the scheme. Here we choose to set the gradierft atross the boundary to zero.
Alternative conditions can be specified, such as a reduction to a second order scheme for
these near boundary grid points.

Total Variance Dissipation scheme (TVD)I{ _traadv.tvd=.true.)

In the Total Variance Dissipation (TVD) formulation, the tracer at velocity points is
evaluated using a combination of an upstream and a centred scheme. For example, in the
i-direction :

ups _ {Tz‘+1 if w2 <0

/2 (4.5)

7,ftvd _ lejps + Cu (TgenQ _ 7_prs)
wherec, is a flux limiter function taking values between 0 and 1. There exist many ways
to definec,, each correcponding to a different total variance decreasing scheme. The one
chosen ilNEMOis described ir?. ¢, only departs fromi when the advective term pro-
duces a local extremum in the tracer field. The resulting scheme is quite expensive but
positive It can be used on both active and passive tracers. This scheme is tested and com-
pared with MUSCL and the MPDATA scheme ™ note that in this paper it is referred to
as "FCT” (Flux corrected transport) rather than TVD. The TVD scheme is computed in
thetraadv_tvd.F90module.

For stability reasons (s&@.4), in (4.5)7°"? is evaluated using theowtracer while
74" is evaluated using thieeforetracer. In other words, the advective part of the scheme
is time stepped with a leap-frog scheme while a forward scheme is used for the diffusive
part.
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Monotone Upstream Scheme for Conservative Laws (MUSCL)
(In_traadv.musckT)
The Monotone Upstream Scheme for Conservative Laws (MUSCL) has been imple-

mented by?. In its formulation, the tracer at velocity points is evaluated assuming a linear
tracer variation between twB-points (Fig.4.1). For example, in thelirection :

1 U At\ — .
o 4= (1 _ Z+1/2> 8i7_ if 'U;Z'+]_/2 Z 0
s 2 €lu
T = At (46
L mnp A S i g1y <0
Tit1/2 g \ LT el it1/2T W Uiy <
U

where(?Tr is the slope of the tracer on which a limitation is imposed to ensurpdbiive
character of the scheme.

The time stepping is performed using a forward scheme, that isefogetracer field
is used to evaluate]*.

For an ocean grid point adjacent to land and where the ocean velocity is directed
toward land, two choices are available : an upstream floxr@adv.musck.true.) or
a second order fluxirf_traadv.musclz.true.). Note that the latter choice does not en-
sure thepositive character of the scheme. Only the former can be used on both active
and passive tracers. The two MUSCL schemes are computed tratigd/ tvd.F90and
traadv tvd2.F90modules.

Upstream-Biased Scheme (UBSp(traadv.ubs=.true.)

The UBS advection scheme is an upstream-biased third order scheme based on an
upstream-biased parabolic interpolation. It is also known as the Cell Averaged QUICK
scheme (Quadratic Upstream Interpolation for Convective Kinematics). For example, in
thei-direction :

pubs _ /2 1 {T”i ff Uiy1y2 2 0 @7)
6 | 7741 0 w12 <0
wherer”; = &; [0;41/2 [7]]-

This results in a dissipatively dominant (i.e. hyper-diffusive) truncation efjoifhe
overall performance of the advection scheme is similar to that reportediins a rela-
tively good compromise between accuracy and smoothness. It ispugivescheme,
meaning that false extrema are permitted, but the amplitude of such are significantly re-
duced over the centred second order method. Nevertheless it is not recommended that it
should be applied to a passive tracer that requires positivity.

The intrinsic diffusion of UBS makes its use risky in the vertical direction where the
control of artificial diapycnal fluxes is of paramount importance. Therefore the vertical
flux is evaluated using the TVD scheme wHertraadv_ ubs=.true..
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For stability reasons (s€8.4), in (4.7), the first term (which corresponds to a second
order centred scheme) is evaluated usingrtbe tracer (centred in time) while the se-
cond term (which is the diffusive part of the scheme), is evaluated usinggfloestracer
(forward in time). This choice is discussed Byn the context of the QUICK advection
scheme. UBS and QUICK schemes only differ by one coefficient. Replacing 1/6 with 1/8
in (4.7) leads to the QUICK advection schen? [This option is not available through a
namelist parameter, since the 1/6 coefficient is hard coded. Nevertheless it is quite easy to
make the substitution in theaadv_.ubs.F90module and obtain a QUICK scheme.

Note that :

(1) When a high vertical resolutian(1m) is used, the model stability can be control-
led by vertical advection (not vertical diffusion which is usually solved using an implicit
scheme). Computer time can be saved by using a time-splitting technique on vertical ad-
vection. Such a technigue has been implemented and validated in ORCAQ5 with 301
levels. It is not available in the current reference version.

(2) In a forthcoming release four options will be available for the vertical component
used in the UBS scheme!’* will be evaluated using eithegia) a centred2”® order
scheme, oKb) a TVD scheme, ofc) an interpolation based on conservative parabolic
splines following the? implementation of UBS in ROMS, dd) a UBS. The3™ case has
dispersion properties similar to an eighth-order accurate conventional scheme.

(3) It is straightforward to rewrite (4.7) as follows :

Jubs _ _cend + i + 77 if Uit1/2 =0 (4.8)
! “ 220 =7"i1 i w0 <0
or equivalently
i+1/2
ubs 1 1 1 »
Uip1/2 Ty = Uip1e T — 0 [6i1/2[T7] = glulitye 6 div172l7"i]  (4.9)

(4.8) has several advantages. Firstly, it clearly reveals that the UBS scheme is based on
the fourth order scheme to which an upstream-biased diffusion term is added. Secondly,
this emphasises that thé" order part (as well as th#"¢ order part as stated above)
has to be evaluated at thmow time step using (4.7). Thirdly, the diffusion term is in
fact a biharmonic operator with an eddy coefficient which is simply proportional to the
velocity : A" = —L e;,3 |u|. Note that NEMO v2.3 still uses (4.7), not (4.8). This
should be changed in forthcoming release.

QUICKEST scheme (QCK) [n_traadv.qck=.true.)

The Quadratic Upstream Interpolation for Convective Kinematics with Estimated
Streaming Terms (QUICKEST) scheme propose@ Isthe third order Godunov scheme.
It is associated with the ULTIMATE QUICKEST limitef]. It has been implemented in
NEMO by G. Reffray (MERCATOR-ocean) and can be found inttaadv.qck.F90mo-
dule. The resulting scheme is quite expensivepngitive It can be used on both active
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and passive tracers. Nevertheless, the intrinsic diffusion of QCK makes its use risky in
the vertical direction where the control of artificial diapycnal fluxes is of paramount im-
portance. Therefore the vertical flux is evaluated using the CEN2 scheme. This no more
ensure the positivity of the scheme. The use of TVD in the vertical direction as for the
UBS case should be implemented to maintain the property.

Piecewise Parabolic Method (PPM)rt_traadv_ppme.true.)

The Piecewise Parabolic Method (PPM) proposed by Colella and Woodward (1984)
is based on a quadradic piecewise rebuilding. Like the QCK scheme, it is associated with
the ULTIMATE QUICKEST limiter [?]. It has been implemented NEMOby G. Reffray
(MERCATOR-ocean) but is not yet offered in the reference version 3.0.

Tracer Lateral Diffusion (traldf.F90)

1
&nam_traldf ! lateral diffusion scheme for tracer
1
! ! Type of the operator :
In_traldf_lap = .true. ! laplacian operator

In_traldf_bilap = .false. ! bilaplacian operator
! Direction of action :
In_traldf_level = .false. ! iso-level
In_traldf_hor = false. ! horizontal (geopotential) (require "key_ldfslp" when In_sco=T)
In_traldf_iso = .true. ! iso-neutral (require "key_ldfslp")
! ! Coefficient
aht0 = 2000. ! horizontal eddy diffusivity for tracers [m2/s]
ahtb0 = 0. ! background eddy diffusivity for Idf_iso [m2/s]
aeiv0 = 2000. ! eddy induced velocity coefficient [m2/s] (require "key_traldf_eiv")

The options available for lateral diffusion are a laplacian (rotated or not) or a bihar-
monic operator, the latter being more scale-selective (more diffusive at small scales). The
specification of eddy diffusivity coefficients (either constant or variable in space and time)
as well as the computation of the slope along which the operators act, are performed in
theldftra.F90 andldfslp.F90modules, respectively. This is described in Chap. 8. The la-
teral diffusion of tracers is evaluated using a forward schéragthe tracers appearing in
its expression are thieeforetracers in time, except for the pure vertical component that
appears when a rotation tensor is used. This latter term is solved implicitly together with
the vertical diffusion term (se¢8.4).

Iso-level laplacian operator (lap) I _traldf_lap=.true.)

A laplacian diffusion operatori{. a harmonic operator) acting along the model sur-
faces is given by :

1 €24 €34 €1v €3v
DY = or (5i [AZT o 5i+1/2[T]] + 05 [AlvT . 5j+1/2m} > (4.10)

wherebr = ejp ear esr IS the volume off-cells. It can be found in theraadv.lap.F90
module.
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This lateral operator is computed fraldf_lap.F9Q It is a horizontal operator {.e.
acting along geopotential surfaces) in theoordinate with or without partial step, but
is simply an iso-level operator in thecoordinate. It is thus used when, in addition to
In_traldf_lap=.true., we havén_traldf_leveE.true., orin_traldf_hor=In_zco=.true.. In both
cases, it significantly contributes to diapycnal mixing. It is therefore not recommended.

Note that (a) In pure-coordinate Key_zcois defined) es, = e3, = esr, SO that the
vertical scale factors disappear from (4.10) ; (b) In partial stepordinatelfi_zps-.true.),
tracers in horizontally adjacent cells are located at different depths in the vicinity of the
bottom. In this case, horizontal derivatives in (4.10) at the bottom level require a specific
treatment. They are calculated in theshde.F9@nodule, described if4.9.

Rotated laplacian operator (iso)lf _traldf_lap=.true.)

The general form of the second order lateral tracer subgrid scale physics (2.43) takes
the following semi-discrete space form4inands-coordinates :

1 [ €24 €3u T /2R
D'%Z‘T = by { d; AluT (2613 5z'+1/2[T] — C2u Ty 5k+1/2[T] >]

r e v e v :]+1/2,k
+ 5J’ AZT < 162 3 6j+1/2 [T] — €19 T2 5k+1/2[T] >:|

—i,k+1/2
+ 65 | Al <— €2w 1w Giy1/2(7 ] / (4.11)

— 1w T2w 041 /2]

€lw €2w
+ ! 2 (r%w + r%’w) 5k+1/2[T]>:| }

€3w

wherebr = ejreoresr is the volume off’-cells, r; andr, are the slopes between

the surface of computatiorz{ or s-surfaces) and the surface along which the diffu-
sion operator actsi.e. horizontal or iso-neutral surfaces). It is thus used when, in addi-
tion to In_traldf_lap= .true., we havén_traldf_iso=.true., or botHn_traldf_hor=.true. and
In_zco=.true.. The way these slopes are evaluated is givgB.t At the surface, bottom

and lateral boundaries, the turbulent fluxes of heat and salt are set to zero using the mask
technique (seg7.1).

The operator in (4.11) involves both lateral and vertical derivatives. For numerical sta-
bility, the vertical second derivative must be solved using the same implicit time scheme as
that used in the vertical physics (Sgke3). For computer efficiency reasons, this termis not
computed in theraldf_iso.F90module, but in therazdf.F90module where, if iso-neutral
mixing is used, the vertical mixing coefficient is simply increaseégy?2= (7, 4 13,,).

This formulation conserves the tracer but does not ensure the decrease of the tracer
variance. Nevertheless the treatment performed on the slope§3)sakows the model
to run safely without any additional background horizontal diffusieln An alternative
scheme developed by which preserves both tracer and its variance is currently been
tested iINEMO. It should be available in a forthcoming release.
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Note that in the partial step-coordinate I _zps=.true.), the horizontal derivatives
at the bottom level in (4.11) require a specific treatment. They are calculated in module
zpshde, described ##%.9.

4.2.3 Iso-level bilaplacian operator (bilap) [n_traldf_bilap=.true.)

The lateral fourth order bilaplacian operator on tracers is obtained by applying (4.10)
twice. It requires an additional assumption on boundary conditions : the first and third de-
rivative terms normal to the coast are set to zero. It is used when, in additiotreddf_bilap=.true.,
we havdn_traldf_levek.true., or bothn_traldf_hor=.true. andn_zco=.false.. In both cases,
it can contribute diapycnal mixing, although less than in the laplacian case. It is therefore
not recommended.

Note that in the code, the bilaplacian routine does not call the laplacian routine twice
but is rather a separate routine that can be found irrtiéf_bilap.F90module. This is
due to the fact that we introduce the eddy diffusivity coefficient, A, in the operator as :
V-V (AV - VT), instead of-V - aV (V - aVT) wherea = /]A] andA < 0. This was
a mistake : both formulations ensure the total variance decrease, but the former requires a
larger number of code-lines. It will be corrected in a forthcoming release.

4.2.4 Rotated bilaplacian operator (bilapg) (n_traldf_bilap=.true.)

The lateral fourth order operator formulation on tracers is obtained by applying (4.11)
twice. It requires an additional assumption on boundary conditions : first and third deriva-
tive terms normal to the coast, the bottom and the surface are set to zero. It can be found
in thetraldf_bilapg.F9Q

It is used when, in addition tm_traldf_bilap=.true., we havén_traldf_iso= .true, or
bothIn_traldf_hor=.true. andn_zcc=.true.. Nevertheless, this rotated bilaplacian operator
has never been seriously tested. No warranties that it is neither free of bugs or correctly
formulated. Moreover, the stability range of such an operator will be probably quite nar-
row, requiring a significantly smaller time-step than the one used on unrotated operator.

4.3 Tracer Vertical Diffusion (trazdf.F90

&namzdf ! vertical physics

|
avmO = 1.2e-4 | vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
avt0 = 1.2e-5 | vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
In_zdfnpc = false. I convection: Non-Penetrative algorithm (T) or not (F)
In_zdfevd = .true. I convection: enhanced vertical diffusion (T) or not (F)
avevd = 100. ! vertical coefficient for enhanced diffusion scheme [m2/s]
n_evdm = 1 ! enhanced mixing apply on tracer (=0) or on tracer and momentum (=1)
In_zdfexp = .false. ! split explicit (T) or implicit (F) time stepping
n_zdfexp = 3 ! number of sub-timestep for In_zdfexp=T

/

The formulation of the vertical subgrid scale tracer physics is the same for all the
vertical coordinates, and is based on a laplacian operator. The vertical diffusion operator
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given by (2.43) takes the foIIowing semi-discrete space form :

. AvT
Dif = 7 b | 25
T A:jg (4.12)
D=L g [ 0112151 ]

whereAYT and AYS are the vertical eddy diffusivity coefficients on temperature and sa-
linity, respectively. Generallyd®” = A except when double diffusive mixing is para-
meterisedd.e. key_zdfddm is defined). The way these coefficients are evaluated is given
in §9 (ZDF). Furthermore, when iso-neutral mixing is used, both mixing coefficients are
increased bVM (7"1w + 7"2w) to account for the vertical second derivative of (4.11).

At the surface and bottom boundaries, the turbulent fluxes of heat and salt must be
specified. At the surface they are prescribed from the surface forcing and added in a dedi-
cated routine (se¢.4.1), whilst at the bottom they are set to zero for heat and salt unless
a geothermal flux forcing is prescribed as a bottom boundary conditior34s&8).

The large eddy coefficient found in the mixed layer together with high vertical resolu-
tion implies that in the case of explicit time steppitig £dfexp.true.) there would be too
restrictive a constraint on the time step. Therefore, the defaultimplicit time stepping is pre-
ferred for the vertical diffusion since it overcomes the stability constraint. A forward time
differencing schemdr{_zdfexp.true.) using a time splitting technique_tdfexp> 1) is
provided as an alternative. Namelist variabdtegdfexpandn_zdfexpapply to both tracers
and dynamics.

External Forcing

Surface boundary condition {rasbc.F9Q

The surface boundary condition for tracers is implemented in a separate module
(trasbc.F9Q instead of entering as a boundary condition on the vertical diffusion ope-
rator (as in the case of momentum). This has been found to enhance readability of the
code. The two formulations are completely equivalent ; the forcing terms in trasbc are the
surface fluxes divided by the thickness of the top model layer. Followitige forcing
on an ocean tracet, can be split into two partsE,,;, the flux of tracer crossing the sea
surface and not linked with the water exchange with the atmosph‘gge,andF& s the
forcing on the tracer concentration associated with this water exchange. The latter forcing
has two components : a direct effect of change in concentration associated with the tracer
carried by the water flux, and an indirect concentration/dilution effect :

FC=Fou+Fl;+Fl;
=Fet —(cg E—c,P—cgpR)+c¢(E—P—R)

Two cases must be distinguished, the nonlinear free surfacelesg\ is defined)
and the linear free surface case. The first case is simpler, because the indirect concentra-
tion/dilution effect is naturally taken into account by letting the vertical scale factors vary
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in time. The salinity of water exchanged at the surface is assumed to be zero, so there is
no salt flux at the free surface, except in the presence of sea ice. The heat flux at the free
surface is the sum of,,;, the direct heating/cooling (by the total non-penetrative heat

flux) and F;, f the heat carried by the water exchanged through the surface (evaporation,
precipitation, runoff). The temperature of precipitation is not well known. In the model

we assume that this water has the same temperature as the sea surface temperature. The
resulting forcing terms for temperature T and salinity S are :

Qus  EMP T,

FT =
po Cpe3r esr
(4.13)
s _ EMPs S|,
esr

where EMP is the freshwater budget (evaporation minus precipitation minus river runoff)
which forces the ocean volumé,,s is the non-penetrative part of the net surface heat
flux (difference between the total surface heat flux and the fraction of the short wave flux
that penetrates into the water column), the product EMB|,_, is the ice-ocean salt
flux, and S|,_, is the sea surface salinitpE$. The total salt content is conserved in this
formulation (except for the effect of the Asselin filter).

In the second case (linear free surface), the vertical scale factors are fixed in time so
that the concentration/dilution effect must be added intridiebc.FO0Omodule. Because of
the hypothesis made for the temperature of precipitation and rurﬁgj}‘lsnt Fj}f =0 for
temperature. The resulting forcing term for temperature is :

FT _ Qns

= 4.14
Po C1p €sr ( )

The salinity forcing is still given by (4.13) but the definition of EMIB different : it
is the total surface freshwater budget (evaporation minus precipitation minus river runoff
plus the rate of change of the sea ice thickness). The total salt content is not exactly
conserved?. See alsg2.2.2).

In the case of the rigid lid approximation, the surface salinity forditfgs also ex-
pressed by (4.13), but now the global integral of the product of EMP and S, is not com-
pensated by the advection of fluid through the top level : this is because in the rigid lid
casew(k=1) = 0 (in contrast to the linear free surface case). As a result, even if the budget
of EMP is zero on average over the whole ocean domain, the associated salt flux is not,
since sea-surface salinity aBf/IP are intrinsically correlated (higBSSare found where
evaporation is strong whilst lo8S9s usually associated with high precipitation or river
runoff).

The@Q,,s andEMPfields are defined and updated in 8l Emod.F90nodule (seg6).

4.4.2 Solar Radiation Penetration {raqsr.F90
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&namasr ! penetrative solar radiation

1.
In_tragsr = .true. I penetrative solar radiation (T) or not (F)
rabs = 058 I fraction of gsr associated with xsil
xsil = 0.35 ! first depth of extinction

Xsi2 23.0 ! second depth of extinction

When the penetrative solar radiation option is udadlkgsr=.true.), the solar radia-
tion penetrates the top few meters of the ocean, otherwise all the heat flux is absorbed
in the first ocean levelf_flxgsr=.false.). Thus, in the former case a term is added to the
time evolution equation of temperature (2.1d) whilst the surface boundary condition is
modified to take into account only the non-penetrative part of the surface heat flux :

or_
ot " poCpes Ok (4.15)
Qns = QTOtaI - er

where[ is the downward irradiance. The additional term in (4.15) is discretized as
follows :

1 g _ 1
Po C’p ez Ok Po Cp €3r

Ok [Lw] (4.16)

A formulation involving two extinction coefficients is assumed for the downward ir-
radiancel [?] :
I(z) = Qs Re #/& 4 (1-R) e /& (4.17)

whereQ,, is the penetrative part of the surface heat figxand ¢, are two extinction

length scales an& determines the relative contribution of the two terms. The default
values used correspond to a Type | water in Jerlov’s [1968] Jerlov reference to be added
classification £; = 0.35 m, & = 23 m and R = 0.58 (corresponding tasil, xsi2and
rabsnamelist parameters, respectivelf)s masked (no flux through the ocean bottom),

so all the solar radiation that reaches the last ocean level is absorbed in that level. The trend
in (4.16) associated with the penetration of the solar radiation is added to the temperature
trend, and the surface heat flux is modified in routiregsr.F9Q Note that in thez-
coordinate, the depth df—levels depends on the single varialtleA one dimensional

array of the coefficientgdsr (k) = Re*»(¥)/&1 4 (1—R)e~#»(¥)/&2 can then be computed

once and saved in memory. Moreovdssr, the level at whichydrs becomes negligible

(less than the computer precision) is computed once, and the trend associated with the
penetration of the solar radiation is only added until that level. Finally, note that when the
ocean is shallow (j 200 m), part of the solar radiation can reach the ocean floor. In this
case, we have chosen that all remaining radiation is absorbed in the last oceandevel (

I, is masked).

When coupling with a biological model (for example PISCES or LOBSTER), it is
possible to calculate the light attenuation using information from the biology model. Wi-
thout biological model, it is still possible to introduce a horizontal variation of the light
attenuation by using the observed ocean surface color. At the time of writing, the latter
has not been implemented in the reference version.
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Latitude

Longitude
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FIG. 4.2 — Geothermal Heat flux (im"W.m2) used by?. It is inferred from the
age of the sea floor and the formulae?of

Bottom Boundary Condition ¢rabbc.F90- key_bbc)

&nambbc ! bottom temperature boundary condition
1

ngeo_flux = 2 ! geothermal heat flux = 0 no flux considered

! = 1 constant flux

! = 2 variable flux (read in geothermal_heating.nc in mw/m2)
ngeo_flux_const = 86.4e-3 ! Constant value of geothermal heat flux [W/m2]

Usually it is assumed that there is no exchange of heat or salt through the ocean bot-
tom,i.e. a no flux boundary condition is applied on active tracers at the bottom. This is the
default option inANEMO, and it is implemented using the masking technique. However,
there is a non-zero heat flux across the seafloor that is associated with solid earth cooling.

This flux is weak compared to surface fluxes (a mean global valse @i W/m? [?]),

but it is systematically positive and acts on the densest water masses. Taking this flux

into account in a global ocean model increases the deepest overturningecélid one
associated with the Antarctic Bottom Water) by a few Sverdr@Gps [

The presence or not of geothermal heating is controlled by the namelist parameter
ngeaflux. If this parameter is set to 1, a constant geothermal heating is introduced whose
value is given by thegeaflux const which is also a namelist parameter. If it is set to 2,

a spatially varying geothermal heat flux is introduced which is provided in the geother-

mal_heating.nc NetCDF file (Fig.4.4.3).



72 Ocean Tracers (TRA)

4.5 Bottom Boundary Layer (trabbl.F90, trabbl_adv.F90

&nambbl ! bottom boundary layer scheme
|

! I diffusive bbl ("key_trabbl")
! ! advective bbl ("key_trabbl_adv")
. atrbbl = 10000. ! lateral mixing coefficient in the bbl [m2/s]

In a z-coordinate configuration, the bottom topography is represented by a series of
discrete steps. This is not adequate to represent gravity driven downslope flows. Such
flows arise downstream of sills such as the Strait of Gibraltar, Bab El Mandeb, or Den-
mark Strait, where dense water formed in marginal seas flows into a basin filled with less
dense water. The amount of entrainment that occurs in these gravity plumes is critical in
determining the density and volume flux of the densest waters of the ocean, such as An-
tarctic Bottom Water, or North Atlantic Deep Watercoordinate models tend to overes-
timate the entrainment, because the gravity flow is mixed down vertically by convection
as it goes “downstairs” following the step topography, sometimes over a thickness much
larger than the thickness of the observed gravity plume. A similar problem occurssin the
coordinate when the thickness of the bottom level varies in large proportions downstream
of a sill [?], and the thickness of the plume is not resolved.

The idea of the bottom boundary layer (BBL) parameterisation first introducéd by
is to allow a direct communication between two adjacent bottom cells at different levels,
whenever the densest water is located above the less dense water. The communication can
be by a diffusive (diffusive BBL), advective fluxes (advective BBL), or both. In the current
implementation of the BBL, only the tracers are modified, not the velocities. Furthermore,
it only connects ocean bottom cells, and therefore does not include the improvment pro-
posed by?.

4.5.1 Diffusive Bottom Boundary layer (keybbl _diff)

When applying sigma-diffusiorkéy_trabbl is defined), the diffusive flux between
two adjacent cells living at the ocean bottom is given by

F, = A7 V,T (4.18)

with V, the lateral gradient operator taken between bottom cells Adnithe lateral dif-
fusivity in the BBL. Following?, the latter is prescribed with a spatial dependengg,
in the conditional form

Abbl if Vgp -VH <0
A?(i’j’ t) = (419)
0 otherwise

where Ay, is the BBL diffusivity coefficient, given by the namelist parameagibbl.

Apy is usually set to a value much larger than the one used on lateral mixing in open
ocean. Note that in practice, (4.19) constraint is applied separately in the two horizontal
directions, and the density gradient in (4.19) is evaluateff a{Z7’) using the along
bottom mean temperature and salinity.
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FIG. 4.3 — Advective Bottom Boundary Layer.

4.5.2 Advective Bottom Boundary Layer (keybbl_adv)

The advective BBL is in fact not only an advective one but include a diffusive com-
ponent as we chose an upstream scheme to perform the advection within the BBL. The
associated diffusion only act in the stream direction and is proportional to the velocity.

When applying sigma-advectiokdy_trabbl _adv defined), the advective flux bet-
ween two adjacent cells living at the ocean bottom is given by

F,=U3T’ (4.20)

with V, the lateral gradient operator taken between bottom cells Agnithe lateral dif-
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fusivity in the BBL. Following?, the latter is prescribed with a spatial dependengg,
in the conditional form

Al if Vep-VH <O and U,-VH <0
A7 (i 5.t) = (4.21)
0 otherwise

Tracer damping (tradmp.F90

;?(namtdp ! tracer newtonian damping ('key_tradmp’)
1.

ndmp = -1 ! type of damping in temperature and salinity
! ='latitude’, damping poleward of 'ndmp’ degrees and function
! of the distance-to-coast. Red and Med Seas as ndmp=-1
! =-1 damping only in Med and Red Seas

ndmpf = 1 ! create a damping.coeff NetCDF file (=1) or not (=0)
nmidmp = 1 ! type of damping: =0 damping throughout the water column
! =1 no damping in the mixed layer defined by avt >5cm2/s )
! =2 no damping in the mixed layer defined rho<rho(surf)+.01 )
sdmp = 50. ! surface time scale for internal damping (days)
bdmp = 360. ! bottom time scale for internal damping (days)
hdmp = 800. ! depth of transition between sdmp and bdmp (meters)

In some applications it can be useful to add a Newtonian damping term into the tem-
perature and salinity equations :

or
o -y (T'-T1,)
(4.22)
oS
o =7 (5= 5)

where~ is the inverse of a time scale, afiy and S, are given temperature and salinity
fields (usually a climatology). The restoring term is added wkeyntradmp is defined.
It also requires that botkey_temdta andkey_saldta are definedi(e. thatT, andS, are
read). The restoring coefficiest, is a three-dimensional array initialized by the user in
routinedtacof also located in modulgadmp.F90

The two main cases in which (4.22) is used @kthe specification of the boundary
conditions along artificial walls of a limited domain basin gbjithe computation of the
velocity field associated with a givehi-S field (for example to build the initial state of
a prognostic simulation, or to use the resulting velocity field for a passive tracer study).
The first case applies to regional models that have artificial walls instead of open boun-
daries. In the vicinity of these wall$,, takes large values (equivalent to a time scale of a
few days) whereas it is zero in the interior of the model domain. The second case corres-
ponds to the use of the robust diagnostic mett®di{ allows us to find the velocity field
consistent with the model dynamics whilst having'&5 field close to a given climato-
logical field (I, — S,). The time scale associated wifj is generally not a constant but
spatially varying in order to respect other properties. For example, it is usually set to zero
in the mixed layer (defined either on a densitySyrcriterion) [?] and in the equatorial
region [??7 since these two regions have a short time scale of adjustment; while smaller
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S, are used in the deep ocean where the typical time scale is®rg pddition the time
scale is reduced (even to zero) along the western boundary to allow the model to recons-
truct its own western boundary structure in equilibrium with its physics. The choice of a
Newtonian damping acting in the mixed layer or not is controlled by namelist parameter
nmldmp

The robust diagnostic method is very efficient in preventing temperature drift in inter-
mediate waters but it produces artificial sources of heat and salt within the ocean. It also
has undesirable effects on the ocean convection. It tends to prevent deep convection and
subsequent deep-water formation, by stabilising the water column too much.

An example of the computation &, for robust diagnostic experiments with the
ORCA2 model is provided in theeadmp.F90module (subroutineditacof and cofdis
which compute the coefficient and the distance to the bathymetry, respectively). These
routines are provided as examples and can be customised by the user.

Tracer time evolution tranxt.F90)

&namdom ! space and time domain (bathymetry, mesh, timestep)
|
ntopo = 1 ! compute (=0) or read(=1) the bathymetry file
e3zps_min = 5. ! the thickness of the partial step is set larger than the minimum
e3zps_rat = 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
nmsh 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)

o

nacc ! =1 acceleration of convergence method used, rdt < rdttra(k)

! =0, no acceleration, rdt = rdttra

rdtbt
nclosea

©
o

atfp = 0.1 ! asselin time filter parameter

rdt = 5760. ! time step for the dynamics (and tracer if nacc=0)
rdtmin = 5760. ! minimum time step on tracers (used if nacc=1)
rdtmax = 5760. ! maximum time step on tracers (used if nacc=1)
rdth = 800. ! depth variation of tracer time step (used if nacc=1)

I barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
! = 0 no closed sea in the model domain
! = 1 closed sea (Black Sea, Caspian Sea, Great US Lakes...)

The general framework for tracer time stepping is a leap-frog schéemas three
level centred time scheme associated with a Asselin time filte§3ct) :

THAL — T4 L 9 At RHS,

(4.23)
T; — Tt 4y [T}‘At _ ot 4 TtHAL

where RH% is the right hand side of the temperature equation, the subgtdphotes
filtered values and is the Asselin coefficienty is initialized asatfp (hamelistparameter).
Its default value istfp=0.1

When the vertical mixing is solved implicitly, the update of thexttracer fields
is done in moduldrazdf.F90 In this case only the swapping of arrays and the Asselin
filtering is done in théranxt.F90module.

In order to prepare for the computation of thexttime step, a swap of tracer arrays
is performed 74! = Tt andT"* = Ty.
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Equation of State €osbn2.F9)

&nameos ! ocean physical parameters
|
neos = 0 ! type of equation of state and Brunt-Vaisala frequency
! = 0, UNESCO (formulation of Jackett and McDougall (1994) and of McDougall (1987) )
! = 1, linear: rho(T) = rau0 * ( 1.028 - ralpha * T )
! = 2, linear: rho(T,S) = rau0 * ( rbeta * S - ralpha * T )
ralpha = 2.e-4 | thermal expension coefficient (neos= 1 or 2)
rbeta = 0.001 ! saline expension coefficient (neos= 2)

Equation of State (eos=0, 1 or 2)

It is necessary to know the equation of state for the ocean very accurately to deter-
mine stability properties (especially the Brunt-\&#sfrequency), particularly in the deep
ocean. The ocean density is a non linear empirical function situ temperature, salinity
and pressure. The reference equation of state is that defined by the Joint Panel on Ocea-
nographic Tables and Standar@. [It was the standard equation of state used in early
releases of OPA. However, even though this computation is fully vectorised, it is quite
time consuming (5 to 20% of the total CPU time) since it requires the prior computation
of thein situtemperature from the modpbtentialtemperature using th&] polynomial
for adiabatic lapse rate andtéh order Runge-Kutta integration scheme. Since OPAG, we
have used th@ equation of state for seawater instead. It allows the computation of the
in situ ocean density directly as a functionpdtentialtemperature relative to the surface
(anNEMOvariable), the practical salinity (anothEMOvariable) and the pressure (as-
suming no pressure variation along geopotential surfaces, i.e. the pressure in decibars is
approximated by the depth in meters). Both rand? equations of state have exactly the
same except that the values of the various coefficients have been adjusteddrger to
directly use thgotentialtemperature instead of tiresituone. This reduces the CPU time
of the in situ density computation to aba@% of the total CPU time, while maintaining a
guite accurate equation of state.

In the computer code, &ue densityd is computed;.e. the ratio of seawater volu-
mic mass to,, a reference volumic masg(i0 defined inphycst.F9Qusuallyrau0d =
1,020 Kg/m?). The default option (namelist prametezos-0) is the? equation of state.

Its use is highly recommended. However, for process studies, it is often convenient to use
a linear approximation of the density. Two linear formulations are available : a function
of T only (neos=1) and a function of botfi’ and S (neos2) :

d(T) =p(T)/pop =1028-aT

(4.24)
d(T,S)=p(T,S) = pS—aT

wherea and 3 are the thermal and haline expansion coefficients, @hdhe reference
volumic massyau0. (o and 8 can be modified through th@lpha and rbeta namelist
parameters). Note that whehis a function ofT’ only (neos=1), the salinity is a passive
tracer and can be used as such.

2* With the linear equation of state there is no longer a distinction betwesitu andpotential
density. Cabling and thermobaric effects are also removed.
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Brunt-Vaisala Frequency fieos=0, 1 or 2)

An accurate computation of the ocean stability (i.eNothe brunt-Vaigla frequency)
is of paramount importance as it is used in several ocean parameterisations (namely TKE,
KPP, Richardson number dependent vertical diffusion, enhanced vertical diffusion, non-
penetrative convection, iso-neutral diffusion). In particular, one must be awaré'that
has to be computed with an situ reference. The expression fdF depends on the type
of equation of state used€osnamelist parameter).

For neos0 (? equation of state), the polynomial expression is used (with the pres-
sure in decibar approximated by the depth in meters) :

N2 = LB (/B i1 alT) = Sps1/2lS]) (4.25)

€3w

wherea () is the thermal (haline) expansion coefficient. They are a functiﬁhk3ﬁ/2, S =

?Hm — 35., andz,, with T' the potentialtemperature and a salinity anomaly. Note
that botha and 3 depend ompotentialtemperature and salinity which are averaged-at
points prior to the computation instead of being computé-pbints and then averaged
to w-points.

When a linear equation of state is useeds-1 or 2, (4.25) reduces to :

N2 = (8 6141/lS] — @ 6y /2[T]) (4.26)

€3w

wherea and 8 are the constant coefficients used to defined the linear equation of state
(4.24).

Specific Heatghycst.F90

The specific heat of sea watér,, is a function of temperature, salinity and pressure
[?]. It is only used in the model to convert surface heat fluxes into surface temperature
increase and so the pressure dependence is neglected. The dependé&haadosi is
weak. For example, with' = 35 psu, C,, increases from3989 to 4002 whenT varies from
-2°Cto 31 °C. Therefore}), has been chosen as a constafi = 4.10% J Kg~ 1K1
Its value is set irphycst.F90module.

Freezing Point of Seawaterdcfzpt.F90Q

The freezing point of seawater is a function of salinity and pres$lire [

TS, p) = (—0.0575 +1.710523 1073 VS — 2.154996 104 S) S

(4.27)
—7531073 p

(4.27) is only used to compute the potential freezing point of sea wiaterdferenced
to the surface = 0), thus the pressure dependent terms in (4.27) (last term) have been
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dropped. Thebeforeandnow surface freezing point is introduced in the codefagtb

and fzptn 2D arrays together with aow mask {reezr) which takes the value 0 or 1
depending on whether the ocean temperature is above or at the freezing point. Caution :
do not confusdreeznwith the fraction of leadf¢ld) defined in LIM.

Horizontal Derivative in zpscoordinate (zpshde.F9)

With partial bottom cellsl_zps-.true.), in general, tracers in horizontally adjacent
cells live at different depths. Horizontal gradients of tracers are needed for horizontal dif-
fusion graldf.F90module) and for the hydrostatic pressure gradidpnbipg.F9Gmodule)
to be active. Before taking horizontal gradients between the tracers next to the bottom, a
linear interpolation in the vertical is used to approximate the deeper tracer as if it actually
lived at the depth of the shallower tracer point (Fig. 4.9). For example, for temperature in
thei-direction the needed interpolated temperatﬁr,eis :

(™)
i+1 w w i+1 R i+1 7
77 — g} opT if e5) > ez,
" €3w
T =
i+1 )
) e —e . ) )
i ( 3w 3w) i+1 ; i+1 7
T + =T if e5, < es,
€3w

and the resulting forms for the horizontal difference and the horizontal average value of
T ataU-point are :

T T if estt >el,
0ir172T =
TH T if ebt! <ef,
(4.28)
L [@ T =,
T2 =
(T —T)/2 if ettt < el

The computation of horizontal derivative of tracers as well as of density is performed
once for all at each time step apshde.F90nodule and stored in shared arrays to be used
when needed. It has to be emphasized that the procedure used to compute the interpolated
density,p, is not the same as that used foandS. Instead of forming a linear approxima-
tion of density, we computg from the interpolated values @f and.S, and the pressure
at au-point (in the equation of state pressure is approximated by depth4<eé ) :

p=p(T,S,2) wherez, =min (zrfﬁrl, zZT) (4.29)

This is a much better approximation as the variatiop @fith depth (and thus pres-
sure) is highly non-linear with a true equation of state and thus is badly approximated with
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FIG. 4.4 — Discretisation of the horizontal difference and average of tracers in the
z-partial step coordinatén( zps=.true.) in the casée3w;"™' — e3w}) > 0. A linear
interpolation is used to estimd‘fé“, the tracer value at the depth of the shallower
tracer point of the two adjacent bottdmpoints. The horizontal difference is then

given by :01 5Ty = T — T} and the average byFy, /% = (T, /2 — 1) /2.
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a linear interpolation. This approximation is used to compute both the horizontal pressure
gradient §5.3) and the slopes of neutral surfacé’.2)

Note that in almost all the advection schemes presented in this Chapter, both averaging
and differencing operators appear. Yet (4.28) has not been used in these schemes : in
contrast to diffusion and pressure gradient computations, no correction for partial steps
is applied for advection. The main motivation is to preserve the domain averaged mean
variance of the advected field when using #1€ order centred scheme. Sensitivity of the
advection schemes to the way horizontal averages are performed in the vicinity of partial
cells should be further investigated in the near future.
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Using the representation described in Chap.3, several semi-discrete space forms of
the dynamical equations are available depending on the vertical coordinate used and on
the conservation properties of the vorticity term. In all the equations presented here, the
masking has been omitted for simplicity. One must be aware that all the quantities are
masked fields and that each time a average or difference operator is used, the resulting
field is multiplied by a mask.

The prognostic ocean dynamics equation can be summarized as follows :

VOR + KEG + ZAD

NXT = ( COR+ ADV

) + HPG+ SPG+ LDF + ZDF

NXT stands for next, referring to the time-stepping. The first group of terms on the
rhs of the momentum equations corresponds to the Coriolis and advection terms that
are decomposed into a vorticity part (VOR), a kinetic energy part (KEG) and, a verti-
cal advection part (ZAD) in the vector invariant formulation or a Coriolis and advection
part(COR+ADV) in the flux formulation. The terms following these are the pressure gra-
dient contributions (HPG, Hydrostatic Pressure Gradient, and SPG, Surface Pressure Gra-
dient) ; and contributions from lateral diffusion (LDF) and vertical diffusion (ZDF), which
are added to the rhs in tlgnldf.F90anddynzdf.F90nodules. The vertical diffusion term
includes the surface and bottom stresses. The external forcings and parameterisations re-
guire complex inputs (surface wind stress calculation using bulk formulae, estimation of
mixing coefficients) that are carried out in modules SBC, LDF and ZDF and are described
in Chapters 6, 8 and 9, respectively.

In the present chapter we also describe the diagnostic equations used to compute the
horizontal divergence and curl of the velocitieBvcur module) as well as the vertical
velocity (Wwzvmodmodule).

The different options available to the user are managed by namelist variables. For
equation ternttt, the logical namelist variables ahe dynttt xxx wherexxxis a 3 or 4
letter acronym corresponding to each optional scheme. If a CPP key is used for this term
its name ikey_ttt. The corresponding code can be found in diyattt xxxmodule in the
DYN directory, and it is usually computed in thgn ttt_xxxsubroutine.

The user has the option of extracting each tendency term of both the rhs of the 3D
momentum equatiorkéy_trddyn defined) for output, as described in Chap.10. Further-
more, the tendency terms associated to the 2D barotropic vorticity balkeerdvor
defined) can be derived on-line from the 3D terms.
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Coriolis and Advection : vector invariant form

&nam_dynadv ! formulation of the momentum advection

1
In_dynadv_vec = .true. ! vector form (T) or flux form (F)
In_dynadv_cen2= false. ! flux form - 2nd order centered scheme
In_dynadv_ubs = .false. ! flux form - 3rd order UBS scheme

/

The vector invariant form of the momentum equations is the one most often used in
applications oNEMO ocean model. The flux form option (see next section) has been
introduced since versioR Coriolis and momentum advection terms are evaluated using
a leapfrog scheme,e. the velocity appearing in these expressions is centred in time
(nowvelocity). At the lateral boundaries either free slip, no slip or partial slip boundary
conditions are applied following Chap.7.

Vorticity term (dynvor.F90

&nam_dynvor ! option of physics/algorithm (not control by CPP keys)
1

In_dynvor_ene = .false. ! enstrophy conserving scheme
In_dynvor_ens = .true. ! energy conserving scheme
In_dynvor_mix = .false. ! mixed scheme

In_dynvor_een = false. ! energy & enstrophy scheme

Different discretisations of the vorticity ternin(dynvorxxx=.true.) are available :
conserving potential enstrophy of horizontally non-divergent flow ; conserving horizon-
tal kinetic energy; or conserving potential enstrophy for the relative vorticity term and
horizontal kinetic energy for the planetary vorticity term (see Appendix C). The vorti-
city terms are given below for the general case, but note that in the fulksteprdinate
(key_zcois defined),e3, = e3, = e3y so that the vertical scale factors disappear. They
are all computed in dedicated routines that can be found idyheor.F90module.

Enstrophy conserving schemel(_dynvor.ens=.true.)

In the enstrophy conserving case (ENS scheme), the discrete formulation of the vorti-
city term provides a global conservation of the enstroptd f)/es¢]? in s-coordinates)
for a horizontally non-divergent flowi.¢. x = 0), but does not conserve the total kinetic
energy. Itis given by :

1 i,j+1/2
+— <C + f) (elve?wv ’
€1y \ €
e\ WE S (5.1)
1 <g + f) ! i+1/2,j
- (e2ue3u
€2v €3f
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Energy conserving schemelif_dynvor ene=.true.)

The kinetic energy conserving scheme (ENE scheme) conserves the global kinetic
energy but not the global enstrophy. It is given by :

J
i+1/2

(e
€1y €3f
_:L<<+f

€2y €3f

) (e1v€300)
(5.2)

7
j+1/2

Mixed energy/enstrophy conserving schemer(_dynvor mix=.true.)

The mixed energy/enstrophy conserving scheme (MIX scheme), a mixture of the two
previous schemes is used. It consists of the ENS scheme (5.1) to the relative vorticity
term, and of the ENE scheme (5.2) applied to the planetary vorticity term.

+— <<> (e14 €34 V) ! S — < / > (e1v €30 V) 172

esy

e e e
lu 3f ; lu i (53)
—— | = | (e2ue3uu) +— | — ] (e2ue3uu)
€2y \ €3f €20 \ €3f

Energy and enstrophy conserving schemdr(_dynvor_eerr.true.)

In the energy and enstrophy conserving scheme (EEN scheme), the vorticity term is
evaluated using the vorticity advection scheme?ofrhis scheme conserves both total
energy and potential enstrophy in the limit of horizontally nondivergent flow § =
0). While EEN is more complicated than ENS or ENE and does not conserve potential
enstrophy and total energy in general flow, it tolerates arbitrarily thin layers. This feature
is essential for-coordinate with partial step.

The ? vorticity advection scheme for a single layer is modified for spherical coordi-
nates as described ®to obtain the EEN scheme. The potential vorticity, defined at an
f-point, is :

_s+S (5.4)
€3f

where the relative vorticity is defined by (5.29), the Coriolis parameter is giveh by

2Q sin ¢y and the layer thickness dtpoints is :

af

esf = e:3ti+1/2,j+1/2 (5.5)

Note that a key point in (5.5) is that the averaging-randj- directions uses the
masked vertical scale factor but is always divideddbyot by the sum of the mask at
T-point. This preserves the continuity ef; when one or more of the neighbouringr
tends to zero and extends by continuity the valuesgfin the land areas.
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FIG. 5.1 — Triads used in the energy and enstrophy conserving scheme (een) for

u-component (upper panel) amecomponent (lower panel).

The vorticity terms are represented as :

M i +1/2 | 54 i—1/2
L By (Ervese V)T 00 s (erveso V)
+qge3v=+—
Clu ; i+1/2 | 5 i+1/2
|+ (ervesy v); 2y i1 (e1ve3 V) 1y
(5.6)
[ i i+1/2 | i+l i+1
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—qesu=——
€2v i+1 i+1 d i
L TSy (e2uesu W) e + iy s (C2u3u w)ji1)2



86 Ocean Dynamics (DYN)

wherea, b, c andd are the following triad combinations of the neighbouring potential
vorticities (Fig. 5.1.1) :

. 1/ . .
alj+1/2 =1 (q;‘il/Z + qJZ‘+1/2 + q}_1/2>

i i i i
it1/2 = 1o \ G172 T 912 T 4j1y2
(5.7)

o _ i 4 L
i+1/2 = 79 \Gi—172 T G172 T Gj-1/2

, 1/, . .
12 = 15 <q§i1/2 F it q;el/z)

5.1.2 Kinetic Energy Gradient term (dynkeg.F90

As demonstarted in Appendix C, there is a single discrete formulation of the kinetic
energy gradient term that, together with the formulation chosen for the vertical advection
(see below), conserves the total kinetic energy :

1

2 ey

1 2 i

_262 5j+1/2 |:U + v :|
v

b [+ o
5.

5.1.3 \Vertical advection term @dynzad.F90

The discrete formulation of the vertical advection, together with the formulation cho-
sen for the gradient of kinetic energy (KE) term, conserves the total kinetic energy. Indeed,
the change of KE due to the vertical advection is exactly balanced by the change of KE
due to the gradient of KE (see Appendix C).

1 - k
err e w2 8y o (U]

€1u €2u €3u

1 — k
err e w2 61 o [u]

(5.9)

€1v €20 €30

5.2 Coriolis and Advection : flux form

&nam_dynadv ! formulation of the momentum advection
|

In_dynadv_vec = .true. ! vector form (T) or flux form (F)

In_dynadv_cen2= .false. ! flux form - 2nd order centered scheme

In_dynadv_ubs = .false. ! flux form - 3rd order UBS scheme
/



5.2.1

5.2. Coriolis and Advection : flux form 87

In the flux form (as in the vector invariant form), the Coriolis and momentum ad-
vection terms are evaluated using a leapfrog schémethe velocity appearing in their
expressions is centred in timedwvelocity). At the lateral boundaries either free slip, no
slip or partial slip boundary conditions are applied following Chap.7.

Coriolis plus curvature metric terms @dynvor.F9Q

In flux form, the vorticity term reduces to a Coriolis term in which the Coriolis para-
meter has been modified to account for the "metric” term. This altered Coriolis parameter
is thus discretised gt-points. It is given by :

L b (9 da
€1€2 (91 a]

+ P (v Oit1/2 [e2u] — W dj41/2 [e1u] ) (5.10)

Any of the (5.1), (5.2) and (5.6) schemes can be used to compute the product of the
Coriolis parameter and the vorticity. However, the energy-conserving scheme (5.6) has
exclusively been used to date. This term is evaluated using a leapfrog schentiee
velocity is centred in timernfowvelocity).

5.2.2 Flux form Advection term (dynadv.F9Q

The discrete expression of the advection term is given by :

1

i+1/2
€1u €2y C3u

<5z‘+1/2 [Wi ur| + 6; [em €3y VU UF}

46, [WiJrlﬂ UuwD
(5.11)
1

i 41/2 S
<5i |:€2u e w Y/ UF} + 041/ [€1u€3a 0 7]
€1v €2y €3y

+5k [elw €2uw wj+1/2 va})

Two advection schemes are available2d order centered finite difference scheme,
CEN2, or a3"? order upstream biased scheme, UBS. The latter is describedTihe
schemes are selected using the namelist logioatlynadvcen2andIn_dynadvubs In
flux form, the schemes differ by the choice of a space and time interpolation to define
the value ofu andwv at the centre of each face af andv-cells,i.e. at theT-, f-, and
uw-points foru and at thef-, T- andvw-points forv.
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2nd order centred scheme (cen2)li_dynadvcen2=.true.)

In the centere@™? order formulation, the velocity is evaluated as the mean of the two
neighbouring points :

u%enQ - T u%gn2 — HJ-H/Z UZ%Q _ ﬂk+l/2 (5 12)
U%eHQ _ @Z+1/2 Ufn’en2 — Uzc)iun2 — 5k+1/2

The scheme is non diffusive (i.e. conserves the kinetic energy) but dispersivié (
may create false extrema). It is therefore notoriously noisy and must be used in conjunc-
tion with an explicit diffusion operator to produce a sensible solution. The associated
time-stepping is performed using a leapfrog scheme in conjunction with an Asselin time-
filter, sou andv are thenowvelocities.

Upstream Biased Scheme (UBS)r{_dynadvubs=.true.)

The UBS advection scheme is an upstream biased third order scheme based on an
upstream-biased parabolic interpolation. For example, the evaluatie}fofs done as
follows :

(5.13)

abs _ —i L Juli_ie 0 egesy >0
T 6

u” i1/ if eayézu a0 <0

whereu”; 1o = 0;41/2[6;[u]]. This results in a dissipatively dominante. hyper-
diffusive) truncation errory]. The overall performance of the advection scheme is similar

to that reported if?. It is a relatively good compromise between accuracy and smoothness.
Itis not apositivescheme, meaning that false extrema are permitted. But the amplitudes of
the false extrema are significantly reduced over those in the centred second order method.

The UBS scheme is not used in all directions. In the vertical, the cetredrder
evaluation of the advection is preferreidg. 4% andw“% in (5.12) are used. UBS is
diffusive and is associated with vertical mixing of momentum.

For stability reasons, the first term in (5.13), which corresponds to a second order
centred scheme, is evaluated using tlogv velocity (centred in time), while the second
term, which is the diffusive part of the scheme, is evaluated usinddfiere velocity
(forward in time). This is discussed I®in the context of the Quick advection scheme.

Note that the UBS and Quadratic Upstream Interpolation for Convective Kinematics
(QUICK) schemes only differ by one coefficient. Substituting with 1/8 in (5.13)
leads to the QUICK advection scheni®.[This option is not available through a namelist
parameter, since the/6 coefficient is hard coded. Nevertheless it is quite easy to make
the substitution irdynadvubs.F90module and obtain a QUICK scheme.

Note also that in the current version @ynadvubs.F9Q there is also the possibility
of using a4!" order evaluation of the advective velocity as in ROMS. This is an error and
should be suppressed soon.
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5.3 Hydrostatic pressure gradient ynhpg.F90

&nam_dynhpg ! Hydrostatic pressure gradient option
1
In_hpg_zco = false. ! z-coordinate - full steps
In_hpg_zps = .true. ! z-coordinate - partial steps (interpolation)
In_hpg_sco = .false. ! s-coordinate (standard jacobian formulation)
In_hpg_hel = false. ! s-coordinate (helsinki modification)
In_hpg_wdj = .false. ! s-coordinate (weighted density jacobian)
In_hpg_djc = .false. I s-coordinate (Density Jacobian with Cubic polynomial)
In_hpg_rot = .[false. ! s-coordinate (ROTated axes scheme)
gamm = 0.e0 ! weighting coefficient (wdj scheme)
/
!
&namflg ! algorithm flags (algorithm not control by CPP keys)
1
In_dynhpg_imp = .false. ! hydrostatic pressure gradient: semi-implicit time scheme (T)
! centered time scheme (F)
nn_dynhpg_rst = 0 ! add dynhpg implicit variables in restart ot not (1/0)

/

The key distinction between the different algorithms used for the hydrostatic pressure
gradient is the vertical coordinate used, since HPGlisrgzontalpressure gradient,e.
computed along geopotential surfaces. As a result, any tilt of the surface of the computa-
tional levels will require a specific treatment to compute the hydrostatic pressure gradient.

The hydrostatic pressure gradient term is evaluated either using a leapfrog scheme,
i.e. the density appearing in its expression is centred in timagvfho), or a semi-implcit
scheme. At the lateral boundaries either free slip, no slip or partial slip boundary condi-
tions are applied.

5.3.1 z-coordinate with full step (In_dynhpgzco=.true.)

The hydrostatic pressure can be obtained by integrating the hydrostatic equation ver-
tically from the surface. However, the pressure is large at great depth while its horizontal
gradient is several orders of magnitude smaller. This may lead to large truncation errors
in the pressure gradient terms. Thus, the two horizontal components of the hydrostatic
pressure gradient are computed directly as follows :

for k = km (surface layerjk = 1 in the code)

0; h = 1 o; €3 H =km
+1/2 {p H/ka %g e (5.14)
Gjt1/2 {ph] ’k:km =39 Salese pll,
for 1 < k < km (interior layer)
dit1/2 [ph] ) L= Oy [ph} ’H * % 9 Ois1/2 {63” pkﬂ/ﬂ ’k (5.15)

Syvae [0]], = S )], + 59 10 a7,

Note that thel /2 factor in (5.14) is adequate because of the definitiomgfas the
vertical derivative of the scale factor at the surface levek(0).
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z-coordinate with partial step (In_dynhpg zps-.true.)

With partial bottom cells, tracers in horizontally adjacent cells generally live at dif-
ferent depths. Before taking horizontal gradients between these tracer points, a linear in-
terpolation is used to approximate the deeper tracer as if it actually lived at the depth of
the shallower tracer point.

Apart from this modification, the horizontal hydrostatic pressure gradient evaluated in
the z-coordinate with partial step is exactly as in the ptheoordinate case. As explained
in detail in sectiorg4.9, the nonlinearity of pressure effects in the equation of state is
such that it is better to interpolate temperature and salinity vertically before computing the
density. Horizontal gradients of temperature and salinity are needed for the TRA modules,
which is the reason why the horizontal gradients of density at the deepest model level are
computed in modulepsdhe.F90ocated in the TRA directory and described;#h9.

s- and z-s-coordinates

Pressure gradient formulations srcoordinate have been the subject of a vast litera-
ture €.g., ??). A number of different pressure gradient options are coded, but they are not
yet fully documented or tested.

e Traditional coding (see for examp?e (In_dynhpgsco=.true.,In_dynhpghek.true.)

1
— L[]+
o €1u i+1/2 |P

5it1/2

Oi+1 /2 [27]

o €1lu
: ‘j.é/g (5.16)

h g
_po €2v 5j+1/2 {p } *

s 8j41/2 [27]

Where the first term is the pressure gradient along coordinates, computed as in (5.14)
- (5.15), andzy is the depth of thd'-point evaluated from the sum of the vertical scale
factors at thew-point (e3,,). The versionin_dynhpghek.true. has been added by Aike
Beckmann and involves a redefinition of the relative positioT gfoints relative tow-
points.

e Weighted density Jacobian (WDJ) [[In_dynhpgwdj=.true.)

¢ Density Jacobian with cubic polynomial scheme (DJ&)[n_dynhpgdijc=.true.)

¢ Rotated axes scheme (ro®] [In_dynhpgrot=.true.)

Note that expression (5.16) is used when the variable volume formulation is activated
(key_vvl) because in that case, even with a flat bottom, the coordinate surfaces are not
horizontal but follow the free surfac@][ The other pressure gradient options are not yet
available.

Time-schemel(_dynhpgimp=.true./.false.)

The default time differencing scheme used for the horizontal pressure gradient is a
leapfrog scheme and therefore the density used in all discrete expressions given above
is the now density, computed from theow temperature and salinity. In some specific
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cases (usually high resolution simulations over an ocean domain which includes weakly
stratified regions) the physical phenomenum that controls the time-step is internal gravity
waves (IGWs). A semi-implicit scheme for doubling the stability limit associated with
IGWs can be used?[]. It involves the evaluation of the hydrostatic pressure gradient as
an average over the three time levels At, ¢, andt + At (i.e. before now and after
time-steps), rather than at central time lewehly, as in the standard leapfrog scheme.

¢ leapfrog schemdr{_dynhpgimp=.true.) :

uttAt _ g t—At 1
T oAt = = pTldi-‘rlﬂ [PH (5.17)
e semi-implicit schemelif_dynhpgimp=.true.) :
Ut+At _ ut—At o 1 5 pi;:rAt + 2p);L +pl;L—At (5 18)
2At po 61u Z+1/2 4 .

The semi-implicit time scheme (5.18) is made possible without significant additional
computation since the density can be updated to time tevel\t before computing the
horizontal hydrostatic pressure gradient. It can be easily shown that the stability limit
associated with the hydrostatic pressure gradient doubles using (5.18) compared to that
using the standard leapfrog scheme (5.17). Note that (5.18) is equivalent to applying a
time filter to the pressure gradient to eliminate high frequency IGWs. Obviously, when
using (5.18), the doubling of the time-step is achievable only if no other factors control
the time-step, such as the stability limits associated with advection or diffusion.

In practice, the semi-implicit scheme is used whexynhpgimp=.true.. In this case,
we choose to apply the time filter to temperature and salinity used in the equation of state,
instead of applying it to the hydrostatic pressure or to the density, so that no additional
storage array has to be defined. The density used to compute the hydrostatic pressure
gradient (whatever the formulation) is evaluated as follows :

o AL o Lty 1AL
ot = p(T, 5, 2) with =~ — + - + (5.19)

Note that in the semi-implicit case, it is necessary to save the filtered density, an extra
three-dimensional field, in the restart file to restart the model with exact reproducibility.
This option is controlled by the namelist parametardynhpgrst=.true..

Surface pressure gradientdynspg.F90

rigid-lid ("key_dynspg_rl")

Inam_dynspg ! surface pressure gradient  (CPP key only)

1

! ! Non-linear free surface ("key_wvl")

! ! explicit free surface ("key_dynspg_exp")
! ! filtered free surface ("key_dynspg_flt")

! ! split-explicit free surface ("key_dynspg_ts")

! !

/
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The form of the surface pressure gradient term is dependent on the representation
of the free surface§@.2). The main distinction is between the fixed volume case (linear
free surface or rigid lid) and the variable volume case (nonlinear free sukagejvl
is defined). In the linear free surface ca§@.2.2) and the rigid lid cas€2.2.3), the
vertical scale factorss are fixed in time, whilst in the nonlinear cas@ 2.2) they are
time-dependent. With both linear and nonlinear free surface, external gravity waves are
allowed in the equations, which imposes a very small time step when an explicit time
stepping is used. Two methods are proposed to allow a longer time step for the three-
dimensional equations : the filtered free surface method, which involves a modification of
the continuous equations (see (2.6)), and the split-explicit free surface method described
below. The extra term introduced in the filtered method is calculated implicitly, so that the
update of thewext velocities is done in modulgynspgfit.F90and not indynnxt.F90

Linear free surface formulation (key exp or _ts or _flt)

In the linear free surface formulation, the sea surface height is assumed to be small
compared to the thickness of the ocean levels, so(thathe time evolution of the sea
surface height becomes a linear equation, @rdthe thickness of the ocean levels is
assumed to be constant with time. As mentioned;th4.2) the linearization affects the
conservation of tracers.

Explicit (key _dynspg exp)

In the explicit free surface formulation, the model time step is chosen to be small
enough to describe the external gravity waves (typically a few tens of seconds). The sea
surface height is given by :

on _EMP 1

ot pw eiresr

Z ((SZ [egueguu] + 5j [eh,egvv]) (520)
k

where EMP is the surface freshwater budget, expressed in #gffwhich is equal to
mm/s), angb,,=1,000 Kg/nt is the volumic mass of pure water. If river runoff is expressed
as a surface freshwater flux (s&® then EMP can be written as the evaporation minus
precipitation, minus the river runoff. The sea-surface height is evaluated using a leapfrog
scheme in combination with an Asselin time filtér,. the velocity appearing in (5.20) is
centred in timerfowvelocity).

The surface pressure gradient, also evaluated using a leap-frog scheme, is then simply
given by :

1
1 51-‘1-1/2 (]

1
—a 5j+1/2 [77]

(5.21)

Consistent with the linearization, a factor pf,_, /p, is omitted in (5.21).



5.4. Surface pressure gradientqynspg 93

t-At t t+1/2At t+At t+32At  t+2At
° ° [ )

FIG. 5.2 — Schematic of the split-explicit time stepping scheme for the external
and internal modes. Time increases to the right. Internal mode time steps (which
are also the model time steps) are denotetHaxt, t, t+At, andt+2At. The cur-

ved line represents a leap-frog time step, and the smaller time St&ps = %At

are denoted by the zig-zag line. The vertically integrated for®iig computed at

the model time steprepresents the interaction between the external and internal
motions. While keepin@/l and freshwater forcing field fixed, a leap-frog integra-
tion carries the external mode variables (surface height and vertically integrated
velocity) fromt¢ tot + %At using N external time steps of lengffr.. Time ave-
raging the external fields over tHeV + 1 time steps (endpoints included) centers
the vertically integrated velocity and the sea surface height at the model timestep
t + At. These averaged values are used to upligtewith both the surface pres-
sure gradient and the Coriolis force, therefore providingttheAt velocity. The
model time stepping scheme can then be achieved by a baroclinic leap-frog time
step that carries the surface height from At tot + At.

Split-explicit time-stepping (key_dynspg ts)

&namdom ! space and time domain (bathymetry, mesh, timestep)

|
ntopo = 1 ! compute (=0) or read(=1) the bathymetry file
e3zps_min = 5. I the thickness of the partial step is set larger than the minimum
e3zps_rat = 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
nmsh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
nacc = 0 ! =1 acceleration of convergence method used, rdt < rdttra(k)

! =0, no acceleration, rdt = rdttra

rdtbt
nclosea

©
o

atfp = 0.1 ! asselin time filter parameter

rdt = 5760. ! time step for the dynamics (and tracer if nacc=0)
rdtmin = 5760. ! minimum time step on tracers (used if nacc=1)
rdtmax = 5760. ! maximum time step on tracers (used if nacc=1)
rdth = 800. ! depth variation of tracer time step (used if nacc=1)

I barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
! = 0 no closed sea in the model domain
! = 1 closed sea (Black Sea, Caspian Sea, Great US Lakes...)

The split-explicit free surface formulation usedNEMO follows the one proposed
by ?. The general idea is to solve the free surface equation with a small timedstép
while the three dimensional prognostic variables are solved with a longer time step that is
a multiple ofrdtbt (Fig.5.4.1).

The split-explicit formulation has a damping effect on external gravity waves, which
is weaker damping than for the filtered free surface but still significant as sho®nnby
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the case of an analytical barotropic Kelvin wave.

Filtered formulation (key _dynspg flt)

The filtered formulation follows th@ implementation. The extra term introduced in
the equations (seg.2.2) is solved implicitly. The elliptic solvers available in the code are
documented i10. The amplitude of the extra term is given by the namelist variatle
The default value is 1, as recommended’by

Non-linear free surface formulation (keyvvl)

In the non-linear free surface formulation, the variations of volume are fully taken
into account. This option is presented in a rep@ftjvailable on theNEMOweb site. The
three time-stepping methods (explicit, split-explicit and filtered) are the same;agtit
except that the ocean depth is now time-dependent. In particular, this means that in the
filtered case, the matrix to be inverted has to be recomputed at each time-step.

Rigid-lid formulation (key_dynspg rl)

With the rigid lid formulation, an elliptic equation has to be solved for the barotropic
streamfunction. For consistency this equation is obtained by taking the discrete curl of the
discrete vertical sum of the discrete momentum equation :

1 Mu + ﬁéj [8,51/)]
—Vips=| (5.22)
o M, — 6 [0:¢)]

HereM = (M, M, ) represents the collected contributions of nonlinear, viscous and
hydrostatic pressure gradient terms in (2.1a) and the overbar indicates a vertical average
over the whole water column (i.e. from= —H, the ocean bottom, te = 0, the rigid-

lid). The time derivative of) is the solution of an elliptic equation :

€2y Clu
0it1/2 [H 261 0; [aﬂ/f]] + 0j11/2 [Hl@‘sj [aﬂb]}

= 0i+1/2 [62’UM’U] — 0541/2 [eluMu] (5.23)

The elliptic solvers available in the code are document&d®). The boundary condi-
tions must be given on all separate landmasses (islands), which is done by integrating the
vorticity equation around each island. This requires identifying each island in the bathy-
metry file, a cumbersome task. This explains why the rigid lid option is not recommended
with complex domains such as the global ocean. Parameters jpisl (number of islands) and
jpnisl (maximum number of points per island) of thar_oce.h90file are related to this
option.
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Lateral diffusion term (dynldf.F90)

|
&nam_dynldf ! lateral diffusion on momentum
|
! ! Type of the operator :
In_dynldf_lap = .true. ! laplacian operator
In_dynldf_bilap = .false. ! bilaplacian operator
! ! Direction of action :
In_dynldf_level = .false. ! iso-level
In_dynldf_hor = .true. ! horizontal (geopotential) (require "key_ldfslp" in s-coord.)
In_dynldf_iso = false. ! iso-neutral (require "key_ldfsIp")
I Coefficient
rn_ahm_0_lap = 40000. ! horizontal laplacian eddy viscosity  [m2/s]
rn_ahmb_0 = 0. ! background eddy viscosity for Idf_iso [m2/s]
rn_ahm_0_blp = 0. ! horizontal bilaplacian eddy viscosity [m4/s]

The options available for lateral diffusion are for the choice of laplacian (rotated or
not) or biharmonic operators. The coefficients may be constant or spatially variable ; the
description of the coefficients is found in the chapter on lateralphysics (Chap.8). The late-
ral diffusion of momentum is evaluated using a forward scheme, i.e. the velocity appearing
in its expression is thibeforevelocity in time, except for the pure vertical component that
appears when a tensor of rotation is used. This latter term is solved implicitly together
with the vertical diffusion term (se8.4)

At the lateral boundaries either free slip, no slip or partial slip boundary conditions
are applied according to the user’s choice (see Chap.7).

Iso-level laplacian operator Iy _dynldf_lap=.true.)

For lateral iso-level diffusion, the discrete operator is :

1 1
U _ Im Im
D, = . i+1/2 [AT X} - €2u€3u5j [Af ‘33f4
(5.24)
1
pu_ _*5s |:Alm } s, [Alm }
v oy, I1/2 | 4T X +61v€3v 7 esfC

As explained in§2.6.2, this formulation (as the gradient of a divergence and curl of
the vorticity) preserves symmetry and ensures a complete separation between the vorticity
and divergence parts. Note that in the full stepoordinate Key_zcois defined)es, =
e3, = egy SO that they cancel in the rotational part of (5.24).

Rotated laplacian operator In_dynldf_iso=.true.)

A rotation of the lateral momentum diffusive operator is needed in several cases :
for iso-neutral diffusion inz-coordinate Ifi_dynldfiso=.true.) and for either iso-neutral
(In_dynldfiso=.true.) or geopotential{_dynldf hor=.true.) diffusion ins-coordinate. In
the partial step case, coordinates are horizontal excepted at the deepest level and no ro-
tation is performed whem_dynldf hor=.true.. The diffusive operator is defined simply
as the divergence of down gradient momentum fluxes on each momentum component. It
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must be emphasized that this formulation ignores constraints on the stress tensor such as
symmetry. The resulting discrete representation is :

DZU — 1
“ €1u €2u €3u
eor € —_—ik
{ 0it1/2 [Alf“n < 2L 5 [u) — ear rir Op+1/2(u] ﬂ
eir
m [€ife —_—j+1/2,k
+ 9; [Aﬁf ( 1£2f3f 0j41/2lul — €1praf Opy1y2lul )}
. —i+1/2,k+1/2
+ 0k {AJZ, <—€2u T1uw Oi41/2[U]
4, k+1/2
— €1y M2uw 5j+1/2 u
€1y €24 2 2
+? (Tluw + TQuw) 6k+1/2[u]
(5.25)
DlV — 1
Y €1v €29 €3v
m e e :H—l/Zk
{ dit1/2 [Alf ( 2£1f3f Siv1/2[v] — eaf T1f Opp1/2[V] )]
m [ €1T €37 0k
+ (Sj |:AZT < eoT (5j[U] — el ror (5k+1/2[v] >:|

i+1/2,k+1/2

+ Oy, [ALTU <_€21} T1ow Oit1/2[V]

4172, k41/2
— €1y "2vw 5j+1/2[v

€1v €2¢
+ . 2 (T%vw +T§vw) 6k+1/2[v}>:| }

E3vw

wherer; andrs are the slopes between the surface along which the diffusive operator acts
and the surface of computatiog-(or s-surfaces). The way these slopes are evaluated is
given in the lateral physics chapter (Chap.8).

Iso-level bilaplacian operator [h_dynldf_bilap=.true.)

The lateral fourth order operator formulation on momentum is obtained by applying
(5.24) twice. It requires an additional assumption on boundary conditions : the first deri-
vative term normal to the coast depends on the free or no-slip lateral boundary conditions
chosen, while the third derivative terms normal to the coast are set to zero (see Chap.7).

Vertical diffusion term (dynzdf.F9Q
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&namzdf ! vertical physics

1
avm0 = 1.2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
avt0 = 12e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
In_zdfnpc = false. I convection: Non-Penetrative algorithm (T) or not (F)
In_zdfevd = .true. I convection: enhanced vertical diffusion (T) or not (F)
avevd = 100. ! vertical coefficient for enhanced diffusion scheme [m2/s]
n_evdm = 1 ! enhanced mixing apply on tracer (=0) or on tracer and momentum (=1)
In_zdfexp = .false. ! split explicit (T) or implicit (F) time stepping
n_zdfexp = 3 ! number of sub-timestep for In_zdfexp=T

The large vertical diffusion coefficient found in the surface mixed layer together with
high vertical resolution implies that in the case of explicit time stepping there would be
too restrictive a constraint on the time step. Two time stepping schemes can be used for the
vertical diffusion term {a) a forward time differencing schemkn (zdfexp.true.) using a
time splitting techniquen(_zdfexp> 1) or (b) a backward (or implicit) time differencing
schemelf_zdfexg.false.) (se€3.4). Note that namelist variablés zdfexpandn_zdfexp
apply to both tracers and dynamics.

The formulation of the vertical subgrid scale physics is the same whatever the vertical
coordinate is. The vertical diffusion operators given by (2.43) take the following semi-
discrete space form :

om _ L o [AY
= o O [ Sl
(5.26)
1 ’Avm
prm = Lg | Lo
Ll P k+1/2[v]]

where A} and A} are the vertical eddy viscosity and diffusivity coefficients. The way
these coefficients are evaluated depends on the vertical physics uséd)(see
The surface boundary condition on momentum is given by the stress exerted by the
wind. At the surface, the momentum fluxes are prescribed as the boundary condition on
the vertical turbulent momentum fluxes,
L <T“> (5.27)
=1 Po \Tv

A'™ 9Uy,

< €3 ok >
where(7,, 7,) are the two components of the wind stress vector in tfje doordinate
system. The high mixing coefficients in the surface mixed layer ensure that the surface
wind stress is distributed in the vertical over the mixed layer depth. If the vertical mixing
coefficient is small (when no mixed layer scheme is used) the surface stress enters only
the top model level, as a body force. The surface wind stress is calculated in the surface
module routines (SBC, see Chap.6)

The turbulent flux of momentum at the bottom of the ocean is specified through a
bottom friction parameterisation (s€@.4)

External Forcings

Besides the surface and bottom stresses (see the above section) which are introduced
as boundary conditions on the vertical mixing, two other forcings enter the dynamical
equations.
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One is the effect of atmospheric pressure on the ocean dynamics (to be introduced
later).

Another forcing term is the tidal potential, which will be introduced in the reference
version soon.

5.8 Time evolution term (dynnxt.F90

&namdom ! space and time domain (bathymetry, mesh, timestep)

1.
ntopo = 1 ! compute (=0) or read(=1) the bathymetry file
e3zps_min = 5. ! the thickness of the partial step is set larger than the minimum
e3zps_rat = 0.1 ! of e3zps_min and e3zps_rat * e3t  (N.B. 0<e3zps_rat<l)
nmsh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
nacc = 0 I =1 acceleration of convergence method used, rdt < rdttra(k)

! =0, no acceleration, rdt = rdttra

atfp = 0.1 I asselin time filter parameter

rdt = 5760. ! time step for the dynamics (and tracer if nacc=0)

rdtmin = 5760. ! minimum time step on tracers (used if nacc=1)

rdtmax = 5760. ! maximum time step on tracers (used if nacc=1)

rdth = 800. ! depth variation of tracer time step (used if nacc=1)

rdtbt = 90. ! barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
nclosea = 0 ! = 0 no closed sea in the model domain

! =1 closed sea (Black Sea, Caspian Sea, Great US Lakes...)

The general framework for dynamics time stepping is a leap-frog schema three
level centred time scheme associated with an Asselin time filte§3cf)

ut+At — ut—At 4 2At Rng

(5.28)
t

us =ul + ¥ [u’;ﬁAt — 2t + ut+At}
where RHS is the right hand side of the momentum equation, the subgcd@botes
filtered values and is the Asselin coefficienty is initialized asatfp (namelist parameter).
Its default value istfp=0.1.

Note that whith the filtered free surface, the update ofrteetvelocities is done in

the dynspflt.F90 module, and only the swap of arrays and Asselin filtering is done in
dynnxt..F90

5.9 Diagnostic variables ¢, x, w)

5.9.1 Horizontal divergence and relative vorticity divcur.F90)
The vorticity is defined at aifi-point (i.e. corner point) as follows :
1
Q e @ ( 5i+1/2 [621} 7)] — 5j+1/2 [Blu U] ) (529)
The horizontal divergence is defined df'goint. It is given by :

1
X = ——— (0; [eau €3y u] + 9; [e10 €35 V]) (5.30)
€17 €27 €37
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Note that in thez-coordinate with full stepkey_zcois defined)es, = e3, = e3f SO
that they cancel in (5.30).

Note also that whereas the vorticity have the same discrete expressiomii s-
coordinate, its physical meaning is not identicals a pseudo vorticity along-surfaces
(only pseudo becauge, v) are still defined along geopotential surfaces, but are no more
necessary defined at the same depth).

The vorticity and divergence at theforestep are used in the computation of the ho-
rizontal diffusion of momentum. Note that because they have been calculated prior to the
Asselin filtering of thebeforevelocities, thebeforevorticity and divergence arrays must
be included in the restart file to ensure perfect restartability. The vorticity and divergence
at thenowtime step are used for the computation of the nonlinear advection and of the
vertical velocity respectively.

Vertical velocity (vzvmod.F90

The vertical velocity is computed by an upward integration of the horizontal diver-
gence from the bottom :

w]3/2 =0
(5.31)

Wjp1/0 = W10 + €3t Xy,

With a free surface, the top vertical velocity is non-zero, due to the freshwater forcing
and the variations of the free surface elevation. With a linear free surface or with a rigid
lid, the upper boundary condition applies at a fixed lewet 0. Note that in the rigid-lid
case key_dynspgrl is defined), the surface boundary conditian|{,,..= 0) is auto-
matically achieved at least at computer accuracy, due to the the way the surface pressure
gradient is expressed in discrete form (Appendix C).

Note also that whereas the vertical velocity has the same discrete expressiaméh
s-coordinate, its physical meaning is not the same : in the secondwasehe velocity
normal to thes-surfaces.

With the variable volume option, the calculation of the vertical velocity is modified
(see?, report available on thEMOweb site).
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&namsbc ! Surface Boundary Condition (surface module)
1.
nn_fsbc =5 ! frequency of surface boundary condition computation
! (= the frequency of sea-ice model call)
In_ana = false. ! analytical formulation (T => fill namsbc_ana )
In_flx = false. ! flux formulation (T => fill namsbc_flx )
In_blk_clio = .true. ! CLIO bulk formulation (T => fill namsbc_clio)
In_blk_core = .false. ! CORE bulk formulation (T => fill nhamsbc_core)
In_cpl = .false. ! Coupled formulation (T => fill namsbc_cpl )
nn_ice =2 ! =0 no ice boundary condition
! =1 use observed ice-cover
! =2 ice-model used ("key_lim3" or “"key_lim2)
nn_ico_cpl =0 ! ice-ocean coupling : =0 each nn_fshc
! =1 stress recomputed each ocean time step ("key_lim3")
! =2 combination of 0 and 1 cases ("key_lim3")
In_dm2dc = .false. ! daily mean to diurnal cycle short wave (gsr)
In_rnf = .true. ! runoffs (T => fill namsbc_rnf)
In_ssr = .true. ! Sea Surface Restoring on T and/or S (T => fill namsbc_ssr)
nn_fwb =0 ! FreshWater Budget: =0 unchecked

! =1 global mean of e-p-r set to zero at each nn_fsbc time step
! =2 annual global mean of e-p-r set to zero

The ocean needs six fields as surface boundary condition :

— the two components of the surface ocean stfegs 7,)
— the incoming solar and non solar heat fluxé€s,s , Qsr)
— the surface freshwater budg&MP, EMPs)

Four different ways to provide those six fields to the ocean are available which are
controlled by namelist variables : an analytical formulationgna=true), a flux formula-
tion (In_flx=true), a bulk formulae formulation (CORE(core=true) or CLIO {n_clio=true)
bulk formulae) and a coupled formulation (exchanges with a atmospheric model via the
OASIS coupler) lh_cpl=true). The frequency at which the six fields have to be updated
is thenf_sbcnamelist parameter. When the fields are supplied from data files (flux and
bulk formulations), the input fields need not be supplied on the model grid. Instead a file
of coordinates and weights can be supplied which maps the data from the supplied grid
to the model points (so called "Interpolation on the Fly”). In addition, the resulting fields
can be further modified using several nhamelist options. These options control the rota-
tion of vector components supplied relative to an east-north coordinate system onto the
local grid directions in the model ; the addition of a surface restoring term to observed
SST and/or SS3r(_ssr=true) ; the modification of fluxes below ice-covered areas (using
observed ice-cover or a sea-ice modal)_{ce=0,1, 2 or 3); the addition of river runoffs
(In_rnf=true) ; the addition of a freshwater flux adjustment in order to avoid a mean sea-
level drift (nn_.fwb= 0, 1 or 2); and the transformation of the solar radiation (if provided
as daily mean) into a diurnal cyclen(dm2detrue).

In this chapter, we first discuss where the surface boundary condition appears in the
model equations. Then we present the four ways of providing the surface boundary condi-
tion. Next the scheme for interpolation on the fly is described. Finally, the different options
that further modify the fluxes applied to the ocean are discussed.
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Surface boundary condition for the ocean

The surface ocean stress is the stress exerted by the wind and the sea-ice on the ocean.
The two components of stress are assumed to be interpolated onto the oceahamesh,
solved onto the model,{) direction atu- andv-points They are applied as a surface boun-
dary condition of the computation of the momentum vertical mixing trefhyhZdf.F90

module) :
A'™ 9Uy, 1 (7,
- 6.1
(o ae)L = () 6

where(7,, 7,) = (utau,vtau) are the two components of the wind stress vector in the
(i,j) coordinate system.
The surface heat flux is decomposed into two parts, a non solar and a solar heat flux,
Qns and Qs,., respectively. The former is the non penetrative part of the heat flax (
the sum of sensible, latent and long wave heat fluxes). It is applied as a surface boundary
condition trend of the first level temperature time evolution equatiasiyc.F90module).
oT =... + A

ot po Cp e3r |,

(6.2)

Qs Is the penetrative part of the heat flux. It is applied as a 3D trends of the temperature
equation {ragsr.F90module) whenn_tragsr=True.

o _ . Qu

- 5 Ly 6.3
T poneng[ ] (6.3)

wherel,, is a non-dimensional function that describes the way the light penetrates inside
the water column. It is generally a sum of decreasing exponential§4see).

The surface freshwater budget is provided by fields : EMP and &MRich may
or may not be identical. Indeed, a surface freshwater flux has two effects : it changes
the volume of the ocean and it changes the surface concentration of salt (and other tra-
cers). Therefore it appears in the sea surface height as a volume flux, &M$hgxxx
modules), and in the salinity time evolution equations as a concentration/dilution effect,
EMPg (trasbc.FOQOmodule).

a—z =..- + EMP

(6.4)
oS EMPg S
8t €sT k=1

In the real ocean, EMPEMPg and the ocean salt content is conserved, but it exist
several numerical reasons why this equality should be broken. For example :

When the rigid-lid assumption is made, the ocean volume becomes constant and thus,
EMP=0, not EMF;.

When the ocean is coupled to a sea-ice model, the water exchanged between ice and
ocean is slightly salty (mean sea-ice salinity~id psy. In this case, EMP take into
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Variable description Model variable| Units | point
i-component of the surface currenssum m.s~t | U
j-component of the surface currenssv.m m.s~t |V
Sea surface temperature sstm K T
Sea surface salinity sssm pSu T

TAB. 6.1 — Ocean variables provided by the ocean to the surface module (SBC).
The variable are averaged overstic time step;.c. the frequency of computation
of surface fluxes.

account both concentration/dilution effect associated with freezing/melting and the salt
flux between ice and ocean, while EMP is only the volume flux. In addition, in the current
version ofNEMO, the sea-ice is assumed to be above the ocean. Freezing/melting does
not change the ocean volume (no impact on EMP) but it modifies the SSS.

Note that SST can also be modified by a freshwater flux. Precipitation (in particular
solid precipitation) may have a temperature significantly different from the SST. Due to
the lack of information about the temperature of precipitation, we assume it is equal to
the SST. Therefore, no concentration/dilution term appears in the temperature equation. It
has to be emphasised that this absence does not mean that there is no heat flux associated
with precipitation! Precipitation can change the ocean volume and thus the ocean heat
content. It is therefore associated with a heat flux (not yet diagnosed in the m@jlel) [

The ocean model provides the surface currents, temperature and salinity averaged
overnf_sbctime-step (6.1). The computation of the mean is dongbitcmod.F90nodule.

Analytical formulation (sbcana.F90module)

|
&namsbc_ana ! analytical surface boundary condition
|
nn_tau000 = 0 ! gently increase the stress over the first ntau_rst time-steps
rn_utau0 = 0.5 I uniform value for the i-stress
rn_vtau0 = 0.e0 ! uniform value for the j-stress
rm_go = 0.e0 ! uniform value for the total heat flux
rn_gsr0 = 0.e0 ! uniform value for the solar radiation
rn_emp0 = 0.e0 ! uniform value for the freswater budget (E-P)

The analytical formulation of the surface boundary condition is the default scheme.
In this case, all the six fluxes needed by the ocean are assumed to be uniform in space.
They take constant values given in the namelist nanasiacby the variablesh_utauQ
rn_vtauQ rn_gnsQ rn_gsr0, andrn_empO(EMP=EMPs). The runoff is set to zero. In
addition, the wind is allowed to reach its nominal value within a given number of time
steps fin_.tau000Q.

If a user wants to apply a different analytical forcing, #iana.F90nodule can be
modified to use another scheme. As an exampleshizana gyre.F90routine provides
the analytical forcing for the GYRE configuration (see GYRE configuration manual, in
preparation).
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Flux formulation (sbcflx.FO0module)

|
&namsbc_flx ! surface boundary condition : flux formulation
|

! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! 'yearly’ or !

! ! ! (if <0 months) ! name ! (logical) ! (T/F) ! ’'monthly’ !
sn_utau = 'utau.nc’ s 24, , utau’ false. s 0 \ 0 , "
sn_vtau = 'vtau.nc' s 24. , vtau' false. s 0 , 0
sn_gtot = ‘gtot.nc’ s 24. , ‘qtot’ false. ) 0 s 0
sn_qsr = ‘gsr.nc’ s 24. , ‘gsr s false. s 0 s 0
sn_emp = ’emp.nc’ s 24, , 'emp’ s false. s 0 s 0

1
cn_dir =0 ! root directory for the location of the flux files

In the flux formulation [n_flx=true), the surface boundary condition fields are directly
read from input files. The user has to define in the namelist naffitsitioe name of the
file, the name of the variable read in the file, the time frequency at which it is given (in
hours), and a logical setting whether a time interpolation to the model time step is required
for this field). (flcLi namelist structure).

Caution : when the frequency is set to —12, the data are monthly values. These are
assumed to be climatological values, so time interpolation between December’the 15
and January the 15is done using records 12 and 1

When higher frequency is set and time interpolation is demanded, the model will try
to read the last (first) record of previous (next) year in a file having the same name but a
suffix _prev.year (nextyear) being added (e.g.1989"). These files must only contain a
single record. If they don’t exist, the model assumes that the last record of the previous
year is equal to the first record of the current year, and similarly, that the first record of
the next year is equal to the last record of the current year. This will cause the forcing to
remain constant over the first and last halffildqu hours.

Note that in general, a flux formulation is used in associated with a restoring term to
observed SST and/or SSS. Sée7.2 for its specification.

Bulk formulation (sbcblk core.F90or sbeblkclio.F90 module)

In the bulk formulation, the surface boundary condition fields are computed using
bulk formulae and atmospheric fields and ocean (and ice) variables.

The atmospheric fields used depend on the bulk formulae used. Two bulk formulations
are available : the CORE and CLIO bulk formulea. The choice is made by setting to true
one of the following namelist variabldn_core andIn_clio.

Note : in forced mode, when a sea-ice model is used, a bulk formulation have to be
used. Therefore the two bulk formulea provided include the computation of the fluxes
over both an ocean and an ice surface.

CORE Bulk formulea (In_core=true, sbcblk core.F90

&namsbc_core ! namsbc_core CORE bulk formulea

|

! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! 'yearly’ or !

! ! ! (if <0 months) ! name ! (logical) ! (T/F) ' ’'monthly’ !
sn_wndi 'ul0’ s 24. , 'U_10_MOD’ , false. s 1 s

0
sn_wndj vi10’ s 24. , 'V_10_MOD’ , false. s 1 0
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sn_gsr = rad’ , 24. , 'SWDN_MOD’ , false. s 1 0
sn_glw = rad’ s 24. , 'LWDN_MOD’ , false. s 1 s 0
sn_tair = 't10 , 24. , 'T_10_MOD’ , false. , 1, 0
sn_humi = 'ql0’ s 24. , 'Q_10_MOD’ , false. s 1 , 0
sn_prec = 'precip’ s -12. , 'RAIN’ s false. s 1 s 0
sn_snow = ‘precip’ s -12. , 'SNOW’ s false. s 1 s 0

1
cn_dir =r ! root directory for the location of the bulk files
In_2m = false. ! air temperature and humidity referenced at 2m (T) instead 10m (F)
alpha_precip= 1. ! multiplicative factor for precipitation (total & snow)

The CORE bulk formulae have been developed?byrhey have been designed to
handle the CORE forcing, a mixture of NCEP reanalysis and satellite data. They use
an inertial dissipative method to compute the turbulent transfer coefficients (momentum,
sensible heat and evaporation) from the 10 metre wind speed, air temperature and specific
humidity.

Note that substituting ERA40 to NCEP reanalysis fields does not require changes in
the bulk formulea themself.

The required 8 input fields are :

Variable desciption Model variable| Units point
i-component of the 10m air velocity utau m.s! T
J-component of the 10m air velocity vtau m.st T
10m air temperature tair ‘K T
Specific humidity humi % T
Incoming long wave radiation glw W.m =2 T
Incoming short wave radiation qsr W.m =2 T
Total precipitation (liquid + solid) | precip Kgm=2s 1| T
Solid precipitation snow Kgm=2s 1| T

Note that the air velocity is provided at a tracer ocean point, not at a velocity ocean
point (u- andv-points). It is simpler and faster (less fields to be read), but it is not the
recommended method when the ocean grid size is the same or larger than the one of the
input atmospheric fields.

CLIO Bulk formulea (In_clio=true, sbcblkclio.F90)

&namsbc_clio CLIO bulk formulea

1.

! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! 'yearly’ or !

! ! ! (if <0 months) ! name ! (logical) ! (T/F) ! ‘'monthly’ !
sh_utau = ‘taux_1m’ s -12. , 'sozotaux’ , false. s 1 s 0
sn_vtau = ‘tauy_1m’ s -12. , 'sometauy’ , false. , 1, 0
sn_wndm = flx’ , -12. , 'socliowi’ , false. , 1, 0
sn_tair = 'fIx s -12. , 'socliotl’ , false. s 1 s 0
sn_humi = fIx s -12. , 'socliohu’ , false. s 1 s 0
sn_ccov = fIX’ s -12. , 'socliocl’ , false. s 1 s 0
sn_prec = fIX s -12. , 'socliopl’ , false. s 1 s 0

cn_dir ="r ! root directory for the location of the bulk files are
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The CLIO bulk formulae were developed several years ago for the Louvain-la-neuve
coupled ice-ocean model (CLIQ@). They are simpler bulk formulae. They assume the
stress to be known and compute the radiative fluxes from a climatological cloud cover.

The required 7 input fields are :

Variable desciption Model variable| Units point
I-component of the ocean stress| utau N.m™2 U
j-component of the ocean stress vtau N.m™? Vv
Wind speed module vatm m.s! T
10m air temperature tair ‘K T
Specific humidity humi % T
Cloud cover % T
Total precipitation (liquid + solid) precip Kgm™=2s | T
Solid precipitation snow Kgm™>2st|T

As for the flux formulation, information about the input data required by the model
is provided in the namsbblk_core or namshdlk_clio namelist (via the structure flij.
The first and last record assumption is also made {66%)

Coupled formulation (sbccpl.F90Omodule)

&namsbc_cpl ! coupled ocean/atmosphere model ("key_coupled")
1

I SEND

cn_snd_temperature= 'weighted oce and ice’ ! 'oce only’ 'weighted oce and ice’ 'mixed oce-ice’
cn_snd_albedo = 'weighted ice’ ! 'none’ 'weighted ice’ 'mixed oce-ice’
cn_snd_thickness = 'none’ ! 'none’ 'weighted ice and snow’
cn_snd_crt_nature = ’'none’ ! 'none’ 'oce only’ ‘weighted oce and ice’ 'mixed oce-ice’
cn_snd_crt_refere = ’spherical’ ! ’spherical’ ’cartesian’

cn_snd_crt_orient = ’eastward-northward’ ! ’eastward-northward’ or ’local grid’

cn_snd_crt_grid =T [

! RECEIVE

cn_rcv_wl0m = ’'coupled’ ! 'none’ 'coupled’

cn_rcv_tau_nature = 'oce only’ ! 'oce only’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_tau_refere = ’cartesian’ ! 'spherical’ ’cartesian’

cn_rcv_tau_orient = ’eastward-northward’ ! 'eastward-northward’ or ’local grid’

cn_rcv_tau_grid ='uVv [ I U AVAR AV =i U AV L M = I B VAVA
cn_rcv_dgnsdt = 'coupled’ ! 'none’ 'coupled’

cn_rcv_gsr = 'oce and ice’ ! 'conservative’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_gns = 'oce and ice’ ! "conservative’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_emp = ’conservative’ ! 'conservative’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_rnf = 'coupled’ ! "coupled’ ’climato’ 'mixed’

cn_rcv_cal = ’coupled’ ! 'none’ 'coupled’

/

In the coupled formulation of the surface boundary condition, the fluxes are provided
by the OASIS coupler at eaatf_cpl time-step, while sea and ice surface temperature,
ocean and ice albedo, and ocean currents are sent to the atmospheric component.

The generalised coupled interface is under development. It should be available in
summer 2008. It will include the ocean interface for most of the European atmospheric
GCM (ARPEGE, ECHAM, ECMWF, HadAM, LMDz).
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Interpolation on the Fly

Interpolation on the Fly allows the user to supply input files required for the surface
forcing on grids other than the model grid. To do this he or she must supply, in addition
to the source data file, a file of weights to be used to interpolate from the data grid to
the model grid. The original development of this code used the SCRIP package (freely
available under a copyright agreement from http ://climate.lanl.gov/Software/SCRIP). In
principle, any package can be used to generate the weights, but the variables in the input
weights file must have the same names and meanings as assumed by the model. Two
methods are currently available : bilinear and bicubic interpolation.

Bilinear Interpolation

The input weights file in this case has two sets of variables : src01, src02, src03,
src04 and wgt01, wgt02, wgt03, wgt04. The "src” variables correspond to the point in
the input grid to which the weight "wgt” is to be applied. Each src value is an integer
corresponding to the index of a point in the input grid when written as a one dimensional
array. For example, for an input grid of size 5x10, point (3,2) is referenced as point 8, since
(2-1)*5+3=8. There are four of each variable because bilinear interpolation uses the four
points defining the grid box containing the point to be interpolated. All of these arrays are
on the model grid, so that values src01(i,j) and wgt01(i,j) are used to generate a value for
point (i,j) in the model.

Symbolically, the algorithm used is :
4
Fn(is§) = fini, §) + Y wgt(k) f (ida(sre(k))) (6.5)
k=1

where function idx() transforms a one dimensional index src(k) into a two dimensional
index, and wgt(1) corresponds to variable "wgt01” for example.

Bicubic Interpolation

Again there are two sets of variables : "src” and "wgt”. But in this case there are 16
of each. The symbolic algorithm used to calculate values on the model grid is now :
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4
Fn(is3) = F(i 3) + Y wgt(k) f (ida(sre(k)))

k=1

3
9
+ wgt(k) a*];
k=5

idx(sre(k))
12
of
+ ) wyt(k) ==
kzzg aj idx(sre(k))
16
0% f
+ ) wgt(k) 5
k=13 ala] idz(sre(k))

The gradients here are taken with respect to the horizontal indices and not distances since
the spatial dependency has been absorbed into the weights.

Implementation

To activate this option, a non-empty string should be supplied in the weights filename
column of the relevant namelist; if this is left as an empty string no action is taken. In
the model, weights files are read in and stored in a structured type (WGT) in the fldread
module, as and when they are first required. This initialisation procedure tries to determine
whether the input data grid should be treated as cyclical or not. (In fact this only matters
when bicubic interpolation is required.) To do this the model looks in the input data file
(i.e. the data to which the weights are to be applied) for a variable with namelénav
or "lon”. If found, it checks the difference between the first and last values of longitude
along a single row. If the absolute value of this difference is close to 360 degrees or less
than twice the maximum spacing from 360 degrees, the grid is assumed to be cyclical,
and the difference determines whether the first column is a repeat of the last one or not. If
neither "navlon” or "lon” can be found, the model resorts to looking at the first and last
columns of data. If the sum of the absolute values of the differences between the columns
is very small, then the grid is assumed to be cyclical with coincident first and last columns.
If both of these tests fail, the grid is assumed not to be cyclical.

Next the routine reads in the weights. Bicubic interpolation is assumed if it finds a
variable with name "src05”, otherwise bilinear interpolation is used. The WGT structure
includes dynamic arrays both for the storage of the weights (on the model grid), and
when required, for reading in the variable to be interpolated (on the input data grid). The
size of the input data array is determined by examining the values in the "src” arrays
to find the minimum and maximum i and j values required. Since bicubic interpolation
requires the calculation of gradients at each point on the grid, the corresponding arrays
are dimensioned with a halo of width one grid point all the way around. When the array
of points from the data file is adjacent to an edge of the data grid, the halo is either a
copy of the row/column next to it (non-cyclical case), or is a copy of one from the first
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two rows/columns on the opposite side of the grid (cyclical case with coincident end
rows/columns, or cyclical case with non-coincident end rows/columns).

Limitations

Input data grids must be logically rectangular.

This code is not guaranteed to produce positive definite answers from positive definite
inputs.

The cyclic condition is only applied on left and right columns, and not to top and bottom
rows.

The gradients across the ends of a cyclical grid assume that the grid spacing between the
two columns involved are consistent with the weights used.

Neither interpolation scheme is conservative. (There is a conservative scheme available
in SCRIP, but this has not been implemented.)

Utilities

A set of utilities to create a weights file for a rectilinear input grid is available.

Miscellaneous options

Rotation of vector pairs onto the model grid directions

When using a fluxIf_flix=true) or bulk {n_clio=true orIn_core=true) formulation,
pairs of vector components can be rotated from east-north directions onto the local grid
directions. This is particularly useful when interpolation on the fly is used since here any
vectors are likely to be defined relative to a rectilinear grid. To activate this option a non-
empty string is supplied in the rotation pair column of the relevant namelist. The eastward
component must start with "U” and the northward component with "V”. The remaining
characters in the strings are used to identify which pair of components go together. So
for example, strings "U1” and "V1” next to "utau” and "vtau” would pair the wind stress
components together and rotate them on to the model grid directions; "U2” and "V2”
could be used against a second pair of components, and so on. The extra characters used
in the strings are arbitrary. The rogp routine from thgeo2ocean.F9éhodule is used to
perform the rotation.

Surface restoring to observed SST and/or SSShcssr.FO)

&namsbc_ssr ! surface boundary condition : sea surface restoring

|

! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! yearly’ or !

! ! ! (if <0 months) ! name ! (logical) ' (T/F) ! ’monthly’ !
) o 0

sn_sst = ’sst_data.nc’ s 24. , 'sst’ , false.

sn_sss 'sss_data.nc’ , -12. , 'sss’ s .true. , 0 , 0
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cn_dir ="/ ! root directory for the location of the runoff files

nn_sstr = 0 ! add a retroaction term in the surface heat flux (=1) or not (=0)
nn_sssr = 1 ! add a damping term in the surface freshwater flux (=1) or not (=0)
dqdt = -40. ! magnitude of the retroaction on temperature [Wim2/K]

deds = -27.7 ! magnitude of the damping on salinity [mm/day/psu]

In forced mode using a flux formulation (default optiorkey_flx defined), a feedback
termmustbe added to the surface heat fig% , :

Qus = Qi+ Z (T~ 55Ton) ©6)
where SST is a sea surface temperature field (observed or climatolo@i¢skhe model
surface layer temperature aé& is a negative feedback coefficient usually taken equal
to —40 W/m? /K. For a50 m mixed-layer depth, this value corresponds to a relaxation
time scale of two months. This term ensures thdt gerfectly matches the supplied SST,
then@ is equal toQ),.

In the fresh water budget, a feedback term can also be added. Converted into an equi-

valent freshwater flux, it takes the following expression :

(Slpe1 — SSSows)
S‘k:l

where EMR is a net surface fresh water flux (observed, climatological or an atmos-
pheric model product)SS%;; is a sea surface salinity (usually a time interpolation of
the monthly mean Polar Hydrographic Climatolo@y)[ S|,_, is the model surface layer
salinity andh, is a negative feedback coefficient which is provided as a namelist parame-
ter. Unlike heat flux, there is no physical justification for the feedback term in 6.7 as the
atmosphere does not care about ocean surface safhifitfe SSS restoring term should

be viewed as a flux correction on freshwater fluxes to reduce the uncertainties we have on
the observed freshwater budget.

EMP = EMP, +; 'e3

(6.7)

Handling of ice-covered areadbcice...)

The presence at the sea surface of an ice covered area modifies all the fluxes transmit-

ted to the ocean. There are several way to handle sea-ice in the system depending on the
value of thenn_ice namelist parameter.

nn_ice = 0 there will never be sea-ice in the computational domain. This is a typical na-
melist value used for tropical ocean domain. The surface fluxes are simply specified
for an ice-free ocean. No specific things is done for sea-ice.

nn_ice = 1 sea-ice can exist in the computational domain, but no sea-ice model is used.
An observed ice covered area is read in a file. Below this area, the SST is resto-
red to the freezing point and the heat fluxes are set4dV/m? (—2 W/m?) in
the northern (southern) hemisphere. The associated modification of the freshwater
fluxes are done in such a way that the change in buoyancy fluxes remains zero. This
prevents deep convection to occur when trying to reach the freezing point (and so
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ice covered area condition) while the SSS is too large. This manner of managing
sea-ice area, just by using si IF case, is usually referred d@sdfiEmodel. It can
be found in thesbciceif.F90 module.

nn_ice = 2 or more A full sea ice model is used. This model computes the ice-ocean
fluxes, that are combined with the air-sea fluxes using the ice fraction of each mo-
del cell to provide the surface ocean fluxes. Note that the activation of a sea-ice
model is is done by defining a CPP kekey_lim2 or key_lim3). The activation
automatically ovewrite the read value of_ige to its appropriate value.¢. 2 for
LIM-2 and 3 for LIM-3).

6.7.4 Addition of river runoffs (sbcrnf.FO0

&namsbc_rnf ! runoffs namelist surface boundary condition

|

! ! file name ! frequency (hours) ! variable ! time interpolation ! clim ! starting !

! ! ! (if <0 months) ! name ! (logical) ! (0/1) ! record !
sn_rnf = 'runoff_1m_nomask.nc’ , -12. ,  ’'sorunoff’, true. 1 s 0 "
sn_cnf = ’runoff_1m_nomask.nc’ , 0. , 'socoefr’ , false. 1, 0
sn_s_rnf = 'runoffs’ , 24 , 'rosaline’ , true. , true. , ‘yearly', "
sn_t_mf = 'runoffs’ , 24 , 'rotemper’ , .true. , true. , ‘yearly’,
sn_dep_rnf = ’runoffs’ , 0 , ‘rodepth’ false. , true. , ‘yearly’, ”

1
cn_dir =0 ! directory in which the model is executed
In_mf_emp = false. ! runoffs included into precipitation field (T) or into a file (F)

In_rnf_mouth = false. ! specific treatment at rivers mouths

rn_hrnf = 0.e0 ! depth over which enhanced vertical mixing is used
rm_avt_mf = le-3 ! value of the additional vertical mixing coef. [m2/s]
rn_rfact = 1.e0 I multiplicative factor for runoff

In_rnf_depth = .false. ! read in depth information for runoff

In_rnf_temp = .false. ! read in temperature information for runoff

In_rnf_sal = false. ! read in salinity information for runoff

It is convenient to introduce the river runoff in the model as a surface fresh water
flux. This is the default option within NEMO, and there is then the option for the user to
increase vertical mixing in the vicinity of the rivermouth.

However, this method is not very appropriate for coastal modelling. As such its also
possible to specify, in a netcdf input file, the temperature and salinity of the river, along
with the depth (in metres) which the river should be added to. This enables to river to be
correctly added through all or some of the water column, instead of as a surface flux, and
also means the temperature and salinity (for low salinity outflow) of the river impacts the
surrounding ocean.

For the river temperature variable, -999 is the missing data value and this causes
river temperature to be taken as the surface temperature at the river point. For the depth
parameter a value of -1 means the river is added to the surface box only, and a value of
-999 means the river is added through the entire water column.

Namelist options|n_rnf_depth In_rnf_sal andIn_rnf_tempcontrol whether the river
attributes (depth, salinity and temperature) are read in and used. If these are set as false
the river is added to the surface box only, assumed to be fresh (Opsu), and/or taken as
surface temperature respectively.

It is also possible for runnoff to be specified as a negative value for modelling flow
through straits, ie, modelling the Baltic flow in and out of the north sea. When the flow is
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out of the domain there is no change in temperature and salinity, regardless of the namelist
options used.

The runoff value and attributes are read in in sbcrnf. The mass/volume addition is
added to the divergence term in stwd_div. The dilution effect of the river is automatically
applied through the vertical tracer advection, and the direct flux of tracers into the domain
is done in trasbc.

Freshwater budget control $bcfwb.F90

For global ocean simulation it can be useful to introduce a control of the mean sea
level in order to prevent unrealistic drift of the sea surface height due to inaccuracy in the
freshwater fluxes. INEMO, two way of controlling the the freshwater budget.

nn_fwb=0 no control at all. The mean sea level is free to drift, and will certainly do so.
nn_fwb=1 global mean EMP set to zero at each model time step.

nn_fwb=2 freshwater budget is adjusted from the previous year annual mean budget
which is read in thEMPaveold.datfile. As the model uses the Boussinesq ap-
proximation, the annual mean fresh water budget is simply evaluated from the
change in the mean sea level at January the first and savediEitiRav.daffile.
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7.1 Boundary Condition at the Coast §hlat)

&namlbc ! lateral momentum boundary condition
1.

shlat = 2. ! shlat = 0 : free slip
! 0 < shlat < 2 : partial slip
! shlat = 2 : no slip
1 2 < shlat : strong slip

The discrete representation of a domain with complex boundaries (coastlines and bot-
tom topography) leads to arrays that include large portions where a computation is not
required as the model variables remain at zero. Nevertheless, vectorial supercomputers
are far more efficient when computing over a whole array, and the readability of a code is
greatly improved when boundary conditions are applied in an automatic way rather than
by a specific computation before or after each computational loop. An efficient way to
work over the whole domain while specifying the boundary conditions, is to use multi-
plication by mask arrays in the computation. A mask array is a matrix whose elements
arel in the ocean domain an@lelsewhere. A simple multiplication of a variable by its
own mask ensures that it will remain zero over land areas. Since most of the boundary
conditions consist of a zero flux across the solid boundaries, they can be simply applied
by multiplying variables by the correct mask arrays, the mask array of the grid point
where the flux is evaluated. For example, the heat flux inittieection is evaluated at
u-points. Evaluating this quantity as,

AZT oT AlT

o 1 = oy, Oir1lT] masky 7.)

(where mask is the mask array at a-point) ensures that the heat flux is zero inside
land and at the boundaries, since maskzero at solid boundaries which in this case are
defined atu-points (normal velocity: remains zero at the coast) (Fig. 7.1).

For momentum the situation is a bit more complex as two boundary conditions must
be provided along the coast (one each for the normal and tangential velocities). The boun-
dary of the ocean in the C-grid is defined by the velocity-faces. For example, at a given
T-level, the lateral boundary (a coastline or an intersection with the bottom topography)
is made of segments joiningtpoints, and normal velocity points are located between two
f—points (Fig. 7.1). The boundary condition on the normal velocity (no flux through solid
boundaries) can thus be easily implemented using the mask system. The boundary condi-
tion on the tangential velocity requires a more specific treatment. This boundary condition
influences the relative vorticity and momentum diffusive trends, and is required in order
to compute the vorticity at the coast. Four different types of lateral boundary condition
are available, controlled by the value of thielat namelist parameter. (The value of the
mask: array along the coastline is set equal to this parameter.) These are :
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FIG. 7.1 — Lateral boundary (thick line) at T-level. The velocity normal to the
boundary is set to zero.

free-slip boundary condition (shlat=0) : the tangential velocity at the coastline is equal
to the offshore velocity;.e. the normal derivative of the tangential velocity is zero
at the coast, so the vorticity : mashrray is set to zero inside the land and just at
the coast (Fig. 7.1-a).

no-slip boundary condition (shlat=2) : the tangential velocity vanishes at the coastline.
Assuming that the tangential velocity decreases linearly from the closest ocean ve-
locity grid point to the coastline, the normal derivative is evaluated as if the velo-
cities at the closest land velocity gridpoint and the closest ocean velocity gridpoint
were of the same magnitude but in the opposite direction (Fig. 7.1-b). Therefore,
the vorticity along the coastlines is given by :

¢ =2 (8,510 [eauv] — 61172 [erut]) / (expeay) |

whereu andv are masked fields. Setting the maskray to2 along the coastline
provides a vorticity field computed with the no-slip boundary condition, simply by
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@ fmask=0 QO fmask=1
O fimask=2 @ fmask>2
© O<fmask<2

FIG. 7.2 — lateral boundary condition (a) free-sliph{at = 0); (b) no-slip
(shlat = 2); (c) "partial” free-slip 0 < shlat < 2) and (d) "strong” no-slip
(2 < shlat). Implied "ghost” velocity inside land area is display in grey.
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multiplying it by the mask :

1
(= errea (6512 [e2v v] = 6412 [e1uu]) mask (7.2)
"partial” free-slip boundary condition (0 <shlat<2): the tangential velocity at the coast-
line is smaller than the offshore velociiye. there is a lateral friction but not strong
enough to make the tangential velocity at the coast vanish (Fig. 7.1-c). This can be
selected by providing a value of masstrictly inbetweer) and2.

"strong” no-slip boundary condition (2 <shlat) : the viscous boundary layer is assu-
med to be smaller than half the grid size (Fig. 7.1-d). The friction is thus larger
than in the no-slip case.

Note that when the bottom topography is entirely represented by-toer-dinates
(pures-coordinate), the lateral boundary condition on tangential velocity is of much less
importance as it is only applied next to the coast where the minimum water depth can be
quite shallow.

The alternative numerical implementation of the no-slip boundary conditions for an
arbitrary coast line of is also available through tHesy_noslip_accurate CPP key. It is
based on a fourth order evaluation of the shear at the coast which, in turn, allows a true
second order scheme in the interior of the domain the numerical boundary scheme
simulates the truncation error of the numerical scheme used in the interior of the domain).
? found that such a technique considerably improves the quality of the numerical solu-
tion. In NEMO, such spectacular improvements have not been found in the half-degree
global ocean (ORCAO05), but significant reductions of numerically induced coastal upwel-
lings were found in an eddy resolving simulation of the Alboran S%aNevertheless,
since a no-slip boundary condition is not recommended in an eddy permitting or resolving
simulation [?], the use of this option is also not recommended.

In practice, the no-slip accurate option changes the way the curl is evaluated at the
coast (sedivcur.F90module), and requires the nature of each coastline grid point (convex
or concave corners, straight north-south or east-west coast) to be specified. This is perfor-
med in routinedommsknsain thedomask.F90@nodule.

Model Domain Boundary Condition (perio)

At the model domain boundaries several choices are offered : closed, cyclic east-west,
south symmetric across the equator, a north-fold, and combination closed-north fold or
cyclic-north-fold. The north-fold boundary condition is associated with the 3-pole ORCA
mesh.

Closed, cyclic, south symmetrigggerio =0, 1 or 2)

The choice of closed, cyclic or symmetric model domain boundary condition is made
by settingjperio to 0, 1 or 2 in filepar_oce.F90 Each time such a boundary condition is



120 Lateral Boundary Condition (LBC)

| T- or u-point
i variables
1

- o)

|
|
I
|

______ v- or f-point
* row(jpj) = row(2) variables

row(1) = row(jpj-1) =::| line(1) = —line(2)

(a) (b)

|
I
[
|

FiG. 7.3 — setting of (a) east-west cyclic (b) symmetric across the equator boun-
dary conditions.

needed, it is set by a call to routitiecink.FO9Q The computation of momentum and tracer
trends proceeds froh= 2toi = jpi — 1 and fromj = 2toj = jpj — 1, i.e. in the
model interior. To choose a lateral model boundary condition is to specify the first and
last rows and columns of the model variables.

For closed boundary {perio=0) , solid walls are imposed at all model boundaries : first
and last rows and columns are set to zero.

For cyclic east-west boundary jperio=1) , first and last rows are set to zero (closed)
whilst the first column is set to the value of the last-but-one column and the last
column to the value of the second one (Fig. 7.2.1-a). Whatever flows out of the
eastern (western) end of the basin enters the western (eastern) end. Note that there
is no option for north-south cyclic or for doubly cyclic cases.

For symmetric boundary condition across the equator jperio=2) , last rows, and first
and last columns are set to zero (closed). The row of symmetry is chosen to be the
u- andT—points equator linej(= 2, i.e. at the southern end of the domain). For
arrays defined at— or T'—points, the first row is set to the value of the third row
while for most ofv- and f-point arrays ¢, ¢, ji, but scalar arrays such as eddy
coefficients) the first row is set to minus the value of the second row (Fig. 7.2.1-b).
Note that this boundary condition is not yet available for the case of a massively
parallel computerkey_mpp defined).

7.2.2 North-fold (jperio = 3t0 6)

The north fold boundary condition has been introduced in order to handle the north
boundary of a three-polar ORCA grid. Such a grid has two poles in the northern hemis-
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FIG. 7.4 — North fold boundary with @-point pivot and cyclic east-west boundary
condition (jperio = 4), as used in ORCA 2, 1/4, and 1/12. Pink shaded area
corresponds to the inner domain mask (see text).

phere. to be completed...

Exchange with neighbouring processordlifcink.F90,
lib_mpp.F90

For massively parallel processing (mpp), a domain decomposition method is used.
The basic idea of the method is to split the large computation domain of a numerical
experiment into several smaller domains and solve the set of equations by addressing
independent local problems. Each processor has its own local memory and computes the
model equation over a subdomain of the whole model domain. The subdomain boundary
conditions are specified through communications between processors which are organized
by explicit statements (message passing method).

A big advantage is that the method does not need many modifications of the initial
FORTRAN code. From the modeller’s point of view, each sub domain running on a pro-
cessor is identical to the "mono-domain” code. In addition, the programmer manages the
communications between subdomains, and the code is faster when the number of proces-
sors is increased. The porting of OPA code on an iPSC860 was achieved during Guyon’s
PhD [Guyon et al. 1994, 1995] in collaboration with CETIIS and ONERA. The imple-
mentation in the operational context and the studies of performance on a T3D and T3E
Cray computers have been made in collaboration with IDRIS and CNRS. The present
implementation is largely inspired by Guyon’s work [Guyon 1995].
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The parallelization strategy is defined by the physical characteristics of the ocean
model. Second order finite difference schemes lead to local discrete operators that depend
at the very most on one neighbouring point. The only non-local computations concern
the vertical physics (implicit diffusion, 1.5 turbulent closure scheme, ...) (delocalization
over the whole water column), and the solving of the elliptic equation associated with the
surface pressure gradient computation (delocalization over the whole horizontal domain).
Therefore, a pencil strategy is used for the data sub-structuration : the 3D initial domain is
laid out on local processor memaories following a 2D horizontal topological splitting. Each
sub-domain computes its own surface and bottom boundary conditions and has a side wall
overlapping interface which defines the lateral boundary conditions for computations in
the inner sub-domain. The overlapping area consists of the two rows at each edge of the
sub-domain. After a computation, a communication phase starts : each processor sends to
its neighbouring processors the update values of the points corresponding to the interior
overlapping area to its neighbouring sub-domain (i.e. the innermost of the two overlapping
rows). The communication is done through message passing. Usually the parallel virtual
language, PVM, is used as it is a standard language available on nearly all MPP computers.
More specific languages (i.e. computer dependant languages) can be easily used to speed
up the communication, such as SHEM on a T3E computer. The data exchanges between
processors are required at the very place where lateral domain boundary conditions are
set in the mono-domain computatidjil{.10-c) : the IbcInk routine which manages such
conditions is substituted by mpplnk.F or mpplnk2.F routine when running on an MPP
computer key_mpp_mpi defined). It has to be pointed out that when using the MPP
version of the model, the east-west cyclic boundary condition is done implicitly, whilst
the south-symmetric boundary condition option is not available.

In the standard version of the OPA model, the splitting is regular and arithmetic. the
i-axis is divided byjpni and the j-axis byjpnj for a number of processojpnij most
often equal tojpni x jpnj (model parameters set par_.oce.F9(). Each processor is
independent and without message passing or synchronous process , programs run alone
and access just its own local memory. For this reason, the main model dimensions are
now the local dimensions of the subdomain (pencil) that are ngmefpj, jpk. These
dimensions include the internal domain and the overlapping rows. The number of rows to
exchange (known as the halo) is usually set to gore¢i=1, in par_oce.F9(. The whole
domain dimensions are namgglo, jpjglo andjpk. The relationship between the whole
domain and a sub-domain is :

jpi = (jpiglo — 2 x jpreci + (jpni — 1))/jpni + 2 x jpreci
jpi = (jpiglo — 2 jprecj + (jpnj —1))/jpnj + 2 * jprecj (7.3)

wherejpni, jpnj are the number of processors following the i- and j-axis.
Figure IV.3 : example of a domain splitting with 9 processors and no east-west cyclic boundary

One also defines variables nldi and nlei which correspond to the internal domain
bounds, and the variables nimpp and njmpp which are the position of the (1,1) grid-point
in the global domain. An element @, a local array (subdomain) corresponds to an ele-
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FIG. 7.5 — Positioning of a sub-domain when massively parallel processing is
used.

ment of T}, a global array (whole domain) by the relationship :
Ty (i + nimpp — 1, j + njmpp — 1,k) = Ti(4, j, k), (7.4)

with 1 <4 < jpi, 1 < j < jpj,andl < k < jpk.

Processors are numbered from Qjimij — 1, the number is saved in the variable
nproc. In the standard version, a processor has no more than four neighbouring processors
named nono (for north), noea (east), noso (south) and nowe (west) and two variables,
nbondi and nbondj, indicate the relative position of the proce (see Fig.IV.3):

— nbondi = -1 an east neighbour, no west processor,

— nbondi = 0 an east neighbour, a west neighbour,

— nbondi = 1 no east processor, a west neighbour,

— nbondi = 2 no splitting following the i-axis.

During the simulation, processors exchange data with their neighbours. If there is effecti-
vely a neighbour, the processor receives variables from this processor on its overlapping
row, and sends the data issued from internal domain corresponding to the overlapping row
of the other processor.

Figure 1V.4 : pencil splitting with the additional outer halos

The NEMO model computes equation terms with the help of mask arrays (0 on land
points and 1 on sea points). It is easily readable and very efficient in the context of a
computer with vectorial architecture. However, in the case of a scalar processor, compu-
tations over the land regions become more expensive in terms of CPU time. It is worse
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when we use a complex configuration with a realistic bathymetry like the global ocean
where more than 50 % of points are land points. For this reason, a pre-processing tool can
be used to choose the mpp domain decomposition with a maximum number of only land
points processors, which can then be eliminated. (For example, theoptppiz tools,
available from the DRAKKAR web site.) This optimisation is dependent on the speci-
fic bathymetry employed. The user then chooses optimal paranjetérgonj andjpnij

with jpnij < jpni x jpnj, leading to the elimination ofpni x jpnj — jpnij land
processors. When those parameters are specified in moalutee.FOQ the algorithm in
theinimpp2routine sets each processor’s parameters (nbound, nono, noea,...) so that the
land-only processors are not taken into account.

Note that the inimpp2 routine is general so that the original inimpp routine should be suppresse

When land processors are eliminated, the value corresponding to these locations in
the model output files is zero. Note that this is a problem for a mesh output file written by
such a model configuration, because model users often divide by the scale fattprs (
e2t, etc) and do not expect the grid size to be zero, even on land. It may be best not to
eliminate land processors when running the model especially to write the mesh files as
outputs (whemmshnamelist parameter differs from 0).

Open Boundary Conditions (keyobc)

&namobc ! open boundaries parameters ("key_obc")
1.
nobc_dta = 1 ! = 0 the obc data are equal to the initial state
! = 1 the obc data are read in 'obc.dta’ files
cffile = 'annual’ ! set to annual if obc datafile hold 1 year of data
! set to monthly if obc datafile hold 1 month of data
rdpein = 1. 12?7?
rdpwin = 1. 127?
rdpnin = 1. 1?2?7?
rdpsin = 1. r2??
rdpeob = 3000. I time relaxation (days) for the east open boundary
rdpwob = 15. ! " " " west "
rdpnob = 3000. ! " " " north
rdpsob = 15. ! " " " south
zbsicl = 140.e+6 ! barotropic stream function on first isolated coastline
zbsic2 = le+6 ! " " second "
zbsic3 = 0. ! " " thrid
In_obc_clim=.false. ! climatological obc data files (T) or not (F)
In_vol_cst = .true. ! impose the total volume conservation (T) or not (F)

It is often necessary to implement a model configuration limited to an oceanic region
or a basin, which communicates with the rest of the global ocean through "open boun-
daries”. As stated by, an open boundary is a computational border where the aim of
the calculations is to allow the perturbations generated inside the computational domain
to leave it without deterioration of the inner model solution. However, an open boundary
also has to let information from the outer ocean enter the model and should support inflow
and outflow conditions.

The open boundary package OBC is the first open boundary option developed in
NEMO (originally in OPA8.2). It allows the user to

— tell the model that a boundary is "open” and not closed by a wall, for example by

modifying the calculation of the divergence of velocity there;
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FIG. 7.6 — Example of Atlantic domain defined for the CLIPPER projet. Initial
grid is composed of 773 x 1236 horizontal points. (a) the domain is split onto 9
subdomains (jpni=9, jpnj=20). 52 subdomains are land areas. (b) 52 subdomains
are eliminated (white rectangles) and the resulting number of processors really
used during the computation is jpnij=128.

— impose values of tracers and velocities at that boundary (values which may be taken

from a climatology) : this is the“fixed OBC” option.

— calculate boundary values by a sophisticated algorithm combining radiation and

relaxation (“radiative OBC” option)

The package resides in the OBC directory. It is described here in four parts : the
boundary geometry (parameters to be setbi par.F90), the forcing data at the boun-
daries (modulebcdta.F90, the radiation algorithm involving the namelist and module
obcrad.F90Q and a brief presentation of boundary update and restart files.

Boundary geometry

First one has to realize that open boundaries may not necessarily be located at the
extremities of the computational domain. They may exist in the middle of the domain,
for example at Gibraltar Straits if one wants to avoid including the Mediterranean in an
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Atlantic domain. This flexibility has been found necessary for the CLIPPER prdgct |
Because of the complexity of the geometry of ocean basins, it may even be necessary to
have more than one "west” open boundary, more than one "north”, etc. This is not possible
with the OBC option : only one open boundary of each kind, west, east, south and north is
allowed ; these names refer to the grid geometry (not to the direction of the geographical
"west”, "east”, etc).

The open boundary geometry is set by a series of parameters in the robdylar.F9Q
For an eastern open boundary, parameterdpaobc east(true if an east open boundary

exists),jpieobthei-index along which the eastern open boundary (eob) is locgijed]
the j-index at which it starts, anfbjef the j-index where it ends (noté is for "debut”

and f for "fin” in French). Similar parameters exist for the west, south and north cases

(Table 7.4.1).
Boundary and Constantindex | Starting index (8but) | Ending index (fin)
Logical flag
West jpiwob >= 2 jpjwd>= 2 jpjwf j= jpjglo-1
Ip_obcwest | i-index of au point jofaT point jofaT point
East jpieob<=jpiglo-2 jpjed >= 2 jpjef <= jpjglo-1
Ip_.obceast | i-index of au point jofaT point jofaT point
South jpjsob>= 2 jpisd >= 2 jpisf<=jpiglo-1
Ip_obcsouth | j-index of av point i of aT point i of a’T point
North jpjnob <= jpjglo-2 jpind >= 2 jpinf <=jpiglo-1
Ip_obcnorth | j-index of av point i of aT point i of a’T point

TAaB. 7.1 — Names of different indices relating to the open boundaries. In the case
of a completely open ocean domain with four ocean boundaries, the parameters
take exactly the values indicated.

The open boundaries must be along coordinate lines. On the C-grid, the boundary
itself is along a line of normal velocity pointsv: points for a zonal open boundary (the
south or north one), and points for a meridional open boundary (the west or east one).
Another constraint is that there still must be a row of masked points all around the domain,
as if the domain were a closed basin (unless periodic conditions are used together with
open boundary conditions). Therefore, an open boundary cannot be located at the first/last
index, namely, ljpiglo or jpjglo. Also, the open boundary algorithm involves calculating
the normal velocity points situated just on the boundary, as well as the tangential velocity
and temperature and salinity just outside the boundary. This means that for a west/south
boundary, normal velocities and temperature are calculated at the samégpimasxand
jpjsoh respectively. For an east/north boundary, the normal velocity is calculated at index
jpieocbandjpjnob, but the “outside” temperature is at indgateobt1 andjpjnob+1. This
means thajpieob, jpjnob cannot be bigger thapiglo-2, jpjglo-2.

The starting and ending indices are to be thought @f psint indices : in many cases



7.4.2

7.4. Open Boundary Conditions (keyobc) 127

0 0 0 0

X = .; X

ipind jpinf
e tpoint W= upoint
sk fpoint i Vpoint

FIG. 7.7 — Localization of the North open boundary points.

they indicate the first lan@’-point, at the extremity of an open boundary (the coast line
follows the f grid points, see Fig. 7.4.1 for an example of a northern open boundary). All
indices are relative to the global domain. In the free surface case it is possible to have
“ocean corners”, that is, an open boundary starting and ending in the ocean.

Although not compulsory, it is highly recommended that the bathymetry in the vici-
nity of an open boundary follows the following rule : in the direction perpendicular to
the open line, the water depth should be constant for 4 grid points. This is in order to
ensure that the radiation condition, which involves model variables next to the boundary,
is calculated in a consistent way. On Fig.7.4.1 we indicate by-aymbol, the points
which should have the same depth. It means that at the 4 points near the boundary, the
bathymetry is cylindrical . The line behind the op€rine must be 0 in the bathymetry
file (as shown on Fig.7.4.1 for example).

Boundary data

It is necessary to provide information at the boundaries. The simplest case is when
this information does not change in time and is equal to the initial conditions (namelist
variablenobcdta=0). This is the case for the standard configuration EEL5 with open
boundaries. Whemgbcdta=1), open boundary information is read from netcdf files. For
convenience the input files are supposed to be similar to the "history” NEMO output files,
for dimension names and variable names. Open boundary arrays must be dimensioned
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according to the parameters of table 7.4.1 : for example, at the western boundary, arrays
have a dimension gpwf-jpwd+1 in the horizontal angpk in the vertical.

When ocean observations are used to generate the boundary data (a hydrographic sec-
tion for example, as if?) it happens often that only the velocity normal to the boundary
is known, which is the reason why the initial OBC code assumes thatlonty and the
normal velocity {; or v) needs to be specified. As more and more global model solutions
and ocean analysis products become available, it will be possible to provide information
about all the variables (including the tangential velocity) so that the specification of four
variables at each boundaries will become standard. For the sea surface height, one must
distinguish between the filtered free surface case and the time-splitting or explicit treat-
ment of the free surface. In the first case, it is assumed that the user does not wish to
represent high frequency motions such as tides. The boundary condition is thus one of
zero normal gradient of sea surface height at the open boundaries, foll@wiaginfor-
mation other than the total velocity needs to be provided at the open boundaries in that
case. In the other two cases (time splitting or explicit free surface), the user must provide
barotropic information (sea surface height and barotropic velocities) and the use of the
Flather algorithm for barotropic variables is recommanded. However, this algorithm has
not yet been fully tested and bugs remain in NEMO v2.3. Users should read the code
carefully before using it. Finally, in the case of the rigid lid approximation the barotropic
streamfunction must be provided, as documente®).ihis option is no longer recom-
mended but remains in NEMO V2.3.

One frequently encountered case is when an open boundary domain is constructed
from a global or larger scale NEMO configuration. Assuming the domain corresponds to
indicesib : ie, jb : je of the global domain, the bathymetry and forcing of the small
domain can be created by using the following netcdf utility on the global files : ncks -F
—d x,1b,1ie —d y, jb, je (part of the nco series of utilities, see http ://nco.sourceforge.net).
The open boundary files can be constructed using ncks commands, following table 7.4.2.

It is assumed that the open boundary files contain the variables for the period of the
model integration. If the boundary files contain one time frame, the boundary data is held
fixed in time. If the files contain 12 values, it is assumed that the input is a climatology
for a repeated annual cycle (corresponding to the basécclim = .True.). The case of
an arbitrary number of time frames is not yet implemented correctly ; the user is required
to write his own code in the modutibc dta.F90to deal with this situation.

Radiation algorithm

The art of open boundary management consists in applying a constraint strong enough
that the inner domain "feels” the rest of the ocean, but weak enough that perturbations are
allowed to leave the domain with minimum false reflections of energy. The constraints are
specified separately at each boundary as time scales for "inflow” and "outflow” as defined
below. The time scales are set (in days) by namelist parameters sudpeds rdpeob
for the eastern open boundary for example. When both time scales are zero for a given
boundary é.g. for the western boundarip_obc west.True.,rdpwob=0 andrdpwin=0)
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OBC | Variable file name Index | Start| end
West T,S obcwestTS.nc | b+l | jo+1 | je—1
U obcwestU.nc | b+l | jb+1 | je—1
\% obcwestV.nc | ib+1 | jb+1 | je —1
East T,S obceasfTS.nc | ie-1 | jb+1l | je—1
U obceastU.nc | ie-2 | jbtl | je—1
\Y, obceastv.nc ie-1 | jb+1 | je—1
South| T,S obcsouthTS.nc| jb+1 | ib+1 | je — 1
U obcsouthU.nc | jb+1 | ib+1 | ie — 1
Vv obcsouthv.nc | jb+1 | ib+1 | ie — 1
North T,S obcnorthTS.nc| je-1 | ib+1 | ie —1
U obcnorthU.nc | je-1 | ib+1l | ie —1
\% obcnorthV.nc | je-2 | ib+l | ie — 1

TAB. 7.2 — Requirements for creating open boundary files from a global confi-

guration, appropriate for the subdomain of indices ie, jb : je. “Index” desi-
gnates the or j index along which the: of v boundary point is situated in the
global configuration, starting and ending with ther i indices indicated. For
example, to generate file obcnattnc, use the command ncksF' —d y, je — 2
—dx,ib+1,ie — 1
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this means that the boundary in question is a "fixed " boundary where the solution is
set exactly by the boundary data. This is not recommended, except in combination with
increased viscosity in a "sponge” layer next to the boundary in order to avoid spurious
reflections.

The radiationrelaxation algorithm is applied when either relaxation time (for "inflow”
or "outflow”) is non-zero. It has been developed and tested in the SPEM model and its suc-
cessor ROMS?7, which is ans-coordinate model on an Arakawa C-grid. Although the
algorithm has been numerically successful in the CLIPPER Atlantic models, the physics
do not work as expecte@]. Users are invited to consider open boundary conditions (OBC
hereafter) with some scepticisiy.

The first part of the algorithm calculates a phase velocity to determine whether per-
turbations tend to propagate toward, or away from, the boundary. Let us consider a model
variableg. The phase velocitie€l;,,Cy,) for the variablep, in the directions normal and
tangential to the boundary are

— ¢ — ¢
@t YT @ra™ (75)
Following ? and ? we retain only the normal component of the velocity,,, setting
Cyy = 0 (but unlike the original Orlanski radiation algorithm we retainin the expres-
sion forCy,).

The discrete form of (7.5), described Bytakes into account the two rows of grid
points situated inside the domain next to the boundary, and the three previous time steps
(n,n — 1, andn — 2). The same equation can then be discretized at the boundary at time
stepsn — 1, n andn + 1 in order to extrapolate for the new boundary valiie .

In the open boundary algorithm as implemented in NEMO v2.3, the new boundary
values are updated differently depending on the sigh gf Let us take an eastern boun-
dary as an example. The solution for variablat the boundary is given by a generalized
wave equation with phase velocity;, with the addition of a relaxation term, as :

b = ~Conbat —(6:-6)  (Con>0), (7.6)
b= —(0c=9)  (Car<0) .7)
where ¢, is the estimate ofy at the boundary, provided as boundary data. Note that
in (7.6), Cy, is bounded by the ratiox/dt for stability reasons. Whed',, is east-
ward (outward propagation), the radiation condition (7.6) is used. Whgnis west-
ward (inward propagation), (7.7) is used with a strong relaxation to climatology (usually
7, = rdpein =1 day). Equation (7.7) is solved with a Euler time-stepping scheme. As
a consequence, settingsmaller than, or equal to the time step is equivalent to a fixed
boundary condition. A time scale of one day is usually a good compromise which gua-
rantees that the inflow conditions remain close to climatology while ensuring numerical
stability.
In the case of a western boundary located in the Eastern Atl&ttimye been able to
implement the radiation algorithm without any boundary data, using persistence from the
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previous time step instead. This solution has not worked in other c3gses that the use

of boundary data is recommended. Even in the outflow condition (7.6), we have found it
desirable to maintain a weak relaxation to climatology. The time step is usually chosen so
as to be larger than typical turbulent scales (of order 1000 days ).

The radiation condition is applied to the model variables : temperature, salinity, tan-
gential and normal velocities. For normal and tangential velocities)dv, radiation is
applied with phase velocities calculated frarmandv respectively. For the radiation of
tracers, we use the phase velocity calculated from the tangential velocity in order to avoid
calculating too many independent radiation velocities and because tangential velocities
and tracers have the same position along the boundary on a C-grid.

Domain decomposition (keynpp_mpi)

Whenkey_mpp_mpi is active in the code, the computational domain is divided into
rectangles that are attributed each to a different processor. The open boundary code is
“mpp-compatible” up to a certain point. The radiation algorithm will not work if there is
an mpp subdomain boundary parallel to the open boundary at the index of the boundary, or
the grid point after (outside), or three grid points before (inside). On the other hand, there
is no problem if an mpp subdomain boundary cuts the open boundary perpendicularly.
These geometrical limitations must be checked for by the user (there is no safeguard in
the code). The general principle for the open boundary mpp code is that loops over the
open boundaries not sure what this means are performed on local indices (nieO, niel,
nje0, njel for an eastern boundary for instance) that are initialized in modalei.F90.

Those indices have relevant values on the processors that contain a segment of an open
boundary. For processors that do not include an open boundary segment, the indices are
such that the calculations within the loops are not performed.

Arrays of climatological data that are read from files are seen by all processors and
have the same dimensions for all (for instance, for the eastern boundary, uedta(jpjglo,jpk,2)).
On the other hand, the arrays for the calculation of radiation are local to each processor
(uebnd(jpj,jpk,3,3) for instance). This allowed the CLIPPER model for example, to save
on memory where the eastern boundary crossed 8 processors jpp West much smaller
than {pjef-jpjed+1).

Volume conservation

It is necessary to control the volume inside a domain when using open boundaries.
With fixed boundaries, it is enough to ensure that the total inflow/outflow has reasonable
values (either zero or a value compatible with an observed volume balance). When using
radiative boundary conditions it is necessary to have a volume constraint because each
open boundary works independently from the others. The methodology used to control
this volume is identical to the one coded in the ROMS mod@gl [

Explain obcvol. . .

OBC algorithm for update, OBC restart, list of routines where obc key appears. ..
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OBC rigid lid? . ..

7.5 Flow Relaxation Scheme (???)
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The lateral physics terms in the momentum and tracer equations have been descri-
bed in§2.6.1 and their discrete formulation $4.2 and§5.5). In this section we further
discuss each lateral physics option. Choosing one lateral physics scheme means for the
user defining, (1) the space and time variations of the eddy coefficients; (2) the direction
along which the lateral diffusive fluxes are evaluated (model level, geopotential or iso-
pycnal surfaces); and (3) the type of operator used (harmonic, or biharmonic operators,
and for tracers only, eddy induced advection on tracers). These three aspects of the late-
ral diffusion are set through namelist parameters and CPP keys (see theatdfnand

namdynldf below).

1
&nam_traldf ! lateral diffusion scheme for tracer
1
! ! Type of the operator :

In_traldf_lap = .true. ! laplacian operator
In_traldf_bilap = .false. ! bilaplacian operator
! Direction of action :
In_traldf_level = .false. ! iso-level
In_traldf_hor = false. ! horizontal (geopotential) (require "key_ldfslp" when In_sco=T)
In_traldf_iso = .true. ! iso-neutral (require "key_ldfslp")

! I Coefficient
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aht0 = 2000. ! horizontal eddy diffusivity for tracers [m2/s]
ahtb0 = 0. ! background eddy diffusivity for Idf_iso [m2/s]
aeiv0 = 2000. ! eddy induced velocity coefficient [m2/s] (require "key_traldf_eiv")
/
!
&nam_dynldf ! lateral diffusion on momentum
|

! ! Type of the operator :

In_dynldf_lap = .true. ! laplacian operator
In_dynldf_bilap = .false. ! bilaplacian operator
! ! Direction of action :
In_dynldf_level = .false. ! iso-level
In_dynldf_hor = .true. ! horizontal (geopotential) (require "key_ldfslp" in s-coord.)
In_dynldf_iso = false. ! iso-neutral (require "key_ldfslp")
! Coefficient
rn_ahm_0_lap = 40000. ! horizontal laplacian eddy viscosity — [m2/s]
rn_ahmb_0 = 0. ! background eddy viscosity for Idf_iso [m2/s]
rn_ahm_0_blp = 0. ! horizontal bilaplacian eddy viscosity [m4/s]

Lateral Mixing Coefficient (Idftra.F90, Idfdyn).F90

Introducing a space variation in the lateral eddy mixing coefficients changes the model
core memory requirement, adding up to four extra three-dimensional arrays for the geopo-
tential or isopycnal second order operator applied to momentum. Six CPP keys control the
space variation of eddy coefficients : three for momentum and three for tracer. The three
choices allow : a space variation in the three space directions, in the horizontal plane, or
in the vertical only. The default option is a constant value over the whole ocean on both
momentum and tracers.

The number of additional arrays that have to be defined and the gridpoint position at
which they are defined depend on both the space variation chosen and the type of operator
used. The resulting eddy viscosity and diffusivity coefficients can be a function of more
than one variable. Changes in the computer code when switching from one option to
another have been minimized by introducing the eddy coefficients as statement functions
(include fileldftra_substitute.h9@nd Idfdyn substitute.h90 The functions are replaced
by their actual meaning during the preprocessing step (CPP). The specification of the
space variation of the coefficient is madddftra.F90 andldfdyn.F9Q or more precisely
in include fileddftra_cNd.h90andIdfdyn.cNd.h9Qwith N=1, 2 or 3. The user can modify
these include files as he/she wishes. The way the mixing coefficient are set in the reference
version can be briefly described as follows :

Constant Mixing Coefficients (default option)

When none of th&ey_Idfdyn _... andkey_ldftra _... keys are defined, a constant value
is used over the whole ocean for momentum and tracers, which is specified through the
ahmOandahtOnamelist parameters.

Vertically varying Mixing Coefficients (key _Idftra _c1d and keyldfdyn _c1d)

The 1D option is only available when using thecoordinate with full step. Indeed
in all the other types of vertical coordinate, the depth is a 3D functior,pk) and
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therefore, introducing depth-dependent mixing coefficients will require 3D arfays,
key_ldftra _c3d andkey_ldftra _c3d. In the 1D option, a hyperbolic variation of the lateral
mixing coefficient is introduced in which the surface valualg0O (ahmQ, the bottom

value is 1/4 of the surface value, and the transition takes place around z=300 m with a
width of 300 m §.e. both the depth and the width of the inflection point are set to 300 m).
This profile is hard coded in fillelftra_c1d.h90Q but can be easily modified by users.

Horizontally Varying Mixing Coefficients (key _ldftra _c2d and key. ldfdyn _c2d)

By default the horizontal variation of the eddy coefficient depends on the local mesh
size and the type of operator used :

maxiep, e i
max(€1,€3) 41 for laplacian operator
€max

A= comments (8.1)

3

maxieq, e . .

#Alo for bilaplacian operator
€

max

wheree,,. IS the maximum oé; ande, taken over the whole masked ocean domain, and
Al is theahmO(momentum) oahtO(tracer) namelist parameter. This variation is intended

to reflect the lesser need for subgrid scale eddy mixing where the grid size is smaller in
the domain. It was introduced in the context of the DYNAMO modelling projéct [

Other formulations can be introduced by the user for a given configuration. For example,
in the ORCA2 global ocean modetdy_orca_r2), the laplacian viscosity operator uses
ahmO=4.10*m? /s poleward of 20 north and south and decreases linearightd=2.103>m?/s
at the equatorq?. This modification can be found in routindf_dyn c2d orca defined
in Idfdyn.c2d.F90 Similar modified horizontal variations can be found with the Antarc-
tic or Arctic sub-domain options of ORCA2 and ORCAQ&Y_antarctic or key_arctic
defined, se&dfdyn antarctic.hn90andldfdyn arctic.h90.

Space Varying Mixing Coefficients (keyldftra _c3d and keyldfdyn _c3d)

The 3D space variation of the mixing coefficient is simply the combination of the 1D
and 2D casesi.e. a hyperbolic tangent variation with depth associated with a grid size
dependence of the magnitude of the coefficient.

Space and Time Varying Mixing Coefficients

There is no default specification of space and time varying mixing coefficient. The
only case available is specific to the ORCA2 and ORCAO05 global ocean configurations
(key_orca_r2 or key_orca_r05). It provides only a tracer mixing coefficient for eddy in-
duced velocity (ORCAZ2) or both iso-neutral and eddy induced velocity (ORCAOQ5) that
depends on the local growth rate of baroclinic instability. This specification is actually
used when an ORCA key and bdtay_traldf _eiv andkey_traldf _c2d are defined.

A space variation in the eddy coefficient appeals several remarks :
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(1) the momentum diffusion operator acting along model level surfaces is written in
terms of curl and divergent components of the horizontal current§@ée2). Although
the eddy coefficient can be set to different values in these two terms, this option is not
available.

(2) with an horizontally varying viscosity, the quadratic integral constraints on en-
strophy and on the square of the horizontal divergence for operators acting along model-
surfaces are no longer satisfied (Appendix C.3).

(3) for isopycnal diffusion on momentum or tracers, an additional purely horizontal
background diffusion with uniform coefficient can be added by setting a non zero value of
ahmbOor ahtbQ a background horizontal eddy viscosity or diffusivity coefficient (name-
list parameters whose default values @reHowever, the technique used to compute the
isopycnal slopes is intended to get rid of such a background diffusion, since it introduces
spurious diapycnal diffusion (s&€8.2).

(4) when an eddy induced advection term is udesy trahdf _eiv), A¢", the eddy
induced coefficient has to be defined. Its space variations are controlled by the same CPP
variable as for the eddy diffusivity coefficienitd. key_traldf _cNd).

(5) the eddy coefficient associated with a biharmonic operator must be setgative
value.

(6) it is possible to use both the laplacian and biharmonic operators concurrently.
(7) for testing purposes it is possible to run without lateral diffusion on momentum.

Direction of Lateral Mixing ( Idfslp.F90)

A direction for lateral mixing has to be defined when the desired operator does not
act along the model levels. This occurs whem horizontal mixing is required on tracer
or momentum la_traldf_hor or In_dynldfhor) in s- or mixed s-z- coordinates, andb)
isoneutral mixing is required whatever the vertical coordinate is. This direction of mixing
is defined by its slopes in thie andj-directions at the face of the cell of the quantity to
be diffused. For a tracer, this leads to the following four slopes,,: 71w, 720, T2 (S€€
(4.11)), while for momentum the slopes afg, 71w, 72f, T2uw fOr v andry ¢, 71w, ror,
Touw fOr v.

slopes for tracer geopotential mixing in thes-coordinate

In s-coordinates, geopotential mixing4. horizontal mixing)r; andr, are the slopes
between the geopotential and computational surfaces. Their discrete formulation is found
by locally solving (4.11) when the diffusive fluxes in the three directions are set to zero
andT is assumed to be horizontally uniforme. a linear function ofz, the depth of a
T-point.
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€3u 1
Ty = : 0; 2r ~— 27
e KR
€3v 1
" = o Ojreler] & o G afer]
(6211 €3w ’ ) v (8.2)
Tiw = o1 Sit1/2lzr ~ el O y1/2[7uw]
1l =—————J, k‘-‘rl/z 1
T2w = P j+1/2[27] = ow j+1/2[200]

These slopes are computed oncklfslp_init whenln_sco=True, and eithdn_traldf_hor=True
or In_dynldf hor=True.

slopes for tracer iso-neutral mixing

In iso-neutral mixingr; andry are the slopes between the iso-neutral and computa-
tional surfaces. Their formulation does not depend on the vertical coordinate used. Their
discrete formulation is found using the fact that the diffusive fluxes of locally referenced
potential densityi(e. insitu density) vanish. So, substitutidgby p in (4.11) and setting
the diffusive fluxes in the three directions to zero leads to the following definition for the
neutral slopes :

€3u, 5i+1/2[,0]
Ty = — -
u elu :Z+1/2,k
5k+1/2[ﬂ]
€3y 5j+1/2 d
Toy = — -
c2 3 [p]J+1/2,k
k+1/2
i, k+1/2 (8.3)
1y = €3w Gi+1/2p]
Y e Opiapolp]
3, k+1/2
€3w 5j+1/2 p
T"ow = ——

€2y Ok+1 /2 (o]

As the mixing is performed along neutral surfaces, the gradiepiro{8.3) has to be
evaluated at the same local pressure (which, in decibars, is approximated by the depth in
meters in the model). Therefore (8.3) cannot be used as such, but further transformation
is needed depending on the vertical coordinate used :

z-coordinate with full step : in (8.3) the densities appearing in thandj derivatives
are taken at the same depth, thus theitu density can be used. This is not the
case for the vertical derivativesi; 1 »[p] is replaced by-pN?/g, whereN? is
the local Brunt-Vaiala frequency evaluated followirgy(see§4.8.2).



138 Lateral Ocean Physics (LDF)

z-coordinate with partial step : this case is identical to the full step case except that at
partial step level, thborizontaldensity gradient is evaluated as describeghi.

s- or hybrid s-z- coordinate : in the current release dIEMO , there is no specific
treatment for iso-neutral mixing in thecoordinate. In other words, iso-neutral
mixing will only be accurately represented with a linear equation of stetest1
or 2). In the case of a "true” equation of state, the evaluatianawidj derivatives
in (8.3) will include a pressure dependent part, leading to the wrong evaluation of
the neutral slopes.

Note : The solution fog-coordinate passes trough the use of different (and better)
expression for the constraint on iso-neutral fluxes. Follovidnmstead of speci-
fying directly that there is a zero neutral diffusive flux of locally referenced poten-
tial density, we stay in th&'-S plane and consider the balance between the neutral
direction diffusive fluxes of potential temperature and salinity :

aF(T) = B F(S) (8.4)

This constraint leads to the following definition for the slopes :

€3y Oy 5¢+1/2[T] — Bu 51’-&-1/2[5}
Tlu = a —i+1/2,k —i+1/2,k
vy Opy1/2[T] — Bu Og11/2[5]
€3 ay 8j11/2[T] = By 0j41/218]
T2v = ey  ————1it1/2k — j1/2,k
Qy 5k+1/2 T] - B 5k+1/2 [S 8
i k+1/2 — i k+1/2 (8.5)
. esw Qw Oiy1/2(T] — Bw 8i11/2[5]
lw — ——
€lw Qo 5k+1/2 [T] = Buw 5k+1/2[5]
ro = €3w Qy 6]+1/2[T] — Bw 5j+1/2[8
Y eay o Opq1/2[T) = Buw Opy1/2[S]

wherea and s, the thermal expansion and saline contraction coefficients introdu-
ceding4.8.2, have to be evaluated at the three velocity points. In order to save com-
putation time, they should be approximated by the mean of their valdépaints

(for example in the case of : o, = a7’ /2, o, = a7’ T1/2 anday, = apFt1/2),

Note that such a formulation could be also used intiieordinate and-coordinate

with partial steps cases.

This implementation is a rather old one. It is similar to the one proposed by Cox
[1987], except for the background horizontal diffusion. Indeed, the Cox implementation
of isopycnal diffusion in GFDL-type models requires a minimum background horizontal
diffusion for numerical stability reasons. To overcome this problem, several technigues
have been proposed in which the numerical schemes of the ocean model are modified
[?7]. Here, another strategy has been cho&n4 local filtering of the iso-neutral slopes
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(made on 9 grid-points) prevents the development of grid point noise generated by the iso-
neutral diffusion operator (Fig. 8.2.2). This allows an iso-neutral diffusion scheme without
additional background horizontal mixing. This technique can be viewed as a diffusion
operator that acts along large-scaleX®) iso-neutral surfaces. The diapycnal diffusion
required for numerical stability is thus minimized and its net effect on the flow is quite
small when compared to the effect of an horizontal background mixing.

Nevertheless, this iso-neutral operator does not ensure that variance cannot increase,
contrary to the? operator which has that property.

FIG. 8.1 — averaging procedure for isopycnal slope computation.

In addition and also for numerical stability reasofi§]] the slopes are bounded by
1/100 everywhere. This limit is decreasing linearly to zero fétnmeters depth and the
surface (the fact that the eddies "feel” the surface motivates this flattening of isopycnals
near the surface).

For numerical stability reason87], the slopes must also be boundedibit00 eve-
rywhere. This constraint is applied in a piecewise linear fashion, increasing from zero at
the surface td /100 at 70 metres and thereafter decreasing to zero at the bottom of the
ocean. (the fact that the eddies "feel” the surface motivates this flattening of isopycnals
near the surface).

add here a discussion about the flattening of the slopes, vs tapering the coefficient.
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slopes for momentum iso-neutral mixing

The iso-neutral diffusion operator on momentum is the same as the one used on tracers
but applied to each component of the velocity separately (see (5.25) in section 5.5.2). The
slopes between the surface along which the diffusion operator acts and the surface of
computation £- or s-surfaces) are defined &t, f-, anduw- points for theu-component,
andT-, f- andvw- points for thev-component. They are computed from the slopes used
for tracer diffusionj.e. (8.2) and (8.3) :

T =T rif =71, T2
Tof =T, 0 T1/2 Tor = T30 86
Tuw = mi+1/2 and Tlow = ijrl/Q ( . )
TQuw = %j+1/2 20w = %j+1/2

The major issue remaining is in the specification of the boundary conditions. The
same boundary conditions are chosen as those used for lateral diffusion along model level
surfaces, i.e. using the shear computed along the model levels and with no additional
friction at the ocean bottom (s€&.1).

Eddy Induced Velocity fraadv_eiv.F90Q, Idfeiv.F90)

When Gent and McWilliams [1990] diffusion is usekey_traldf _eiv defined), an
eddy induced tracer advection term is added, the formulation of which depends on the
slopes of iso-neutral surfaces. Contrary to the case of iso-neutral mixing, the slopes used
here are referenced to the geopotential surfaceg8.2) is used irx-coordinates, and the
sum (8.2) + (8.3) ins-coordinates. The eddy induced velocity is given by :

1 ' 4
ut = €963 516 |:62u Aiﬁ T1w l+1/2}
uU=ou
L1 -
U et [61” Avw TZWJHM} (8.7)
utov
1 ‘ ' | |
w' = —— {0 [enu A%l T 2] 405 [enn AT 7202 |
1lwC2w

where A" is the eddy induced velocity coefficient whose value is set thragjh a
namtraldf namelist parameter. The three components of the eddy induced velocity are
computed and add to the eulerian velocitytimadv_eiv.F9Q This has been preferred to
a separate computation of the advective trends associated with the eiv velocity, since it
allows us to take advantage of all the advection schemes offered for the tracdj4.{3ee
and not just the™? order advection scheme as in previous releases of CPAThis
is particularly useful for passive tracers whemasitivity of the advection scheme is of
paramount importance.

At the surface, lateral and bottom boundaries, the eddy induced velocity, and thus the
advective eddy fluxes of heat and salt, are set to zero.
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FIG. 8.2 — Vertical profile of the slope used for lateral mixing in the mixed layer :

(a) in the real ocean the slope is the iso-neutral slope in the ocean interior, which
has to be adjusted at the surface boundary (i.e. it must tend to zero at the surface
since there is no mixing across the air-sea interface : wall boundary condition).
Nevertheless, the profile between the surface zero value and the interior iso-neutral

depth
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one is unknown, and especially the value at the base of the mixed I@)gmo-

file of slope using a linear tapering of the slope near the surface and imposing a

maximum slope of 1/100(c) profile of slope actually used INEMO: a linear

decrease of the slope from zero at the surface to its ocean interior value computed
just below the mixed layer. Note the huge change in the slope at the base of the

mixed layer betwee(b) and(c).
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9.1 \Vertical Mixing

The discrete form of the ocean subgrid scale physics has been presegded amd
§5.6. At the surface and bottom boundaries, the turbulent fluxes of momentum, heat and
salt have to be defined. At the surface they are prescribed from the surface forcing (see
Chap. 6), while at the bottom they are set to zero for heat and salt, unless a geothermal flux
forcing is prescribed as a bottom boundary condition key_trabbl defined, se§4.4.3),
and specified through a bottom friction parameterisation for momentunt9sée
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In this section we briefly discuss the various choices offered to compute the verti-
cal eddy viscosity and diffusivity coefficientsi?™ , Av™ and AT (A"®), defined at
uw-, vw- andw- points, respectively (segl.3 ands5.6). These coefficients can be as-
sumed to be either constant, or a function of the local Richardson number, or computed
from a turbulent closure model (either TKE or KPP formulation). The computation of
these coefficients is initialized in thelfini.F90module and performed in thedfric.FOQ
zdftke.F90or zdfkpp.F90modules. The trends due to the vertical momentum and tracer
diffusion, including the surface forcing, are computed and added to the general trend in
thedynzdf.FOGandtrazdf.F90modules, respectively. These trends can be computed using
either a forward time stepping scheme (namelist parammgiedfexgtrue) or a back-
ward time stepping schemep_zdfexpfalse) depending on the magnitude of the mixing
coefficients, and thus of the formulation used ($&4).

Constant (keyzdfcst)

&namzdf ! vertical physics

1.
avmO = 1l2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
avto = 1.2e-5 | vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
In_zdfnpc = false. ! convection: Non-Penetrative algorithm (T) or not (F)
In_zdfevd = .true. ! convection: enhanced vertical diffusion (T) or not (F)
avevd = 100. I vertical coefficient for enhanced diffusion scheme [m2/s]
n_evdm = 1 ! enhanced mixing apply on tracer (=0) or on tracer and momentum (=1)
In_zdfexp = .false. ! split explicit (T) or implicit (F) time stepping
n_zdfexp = 3 I number of sub-timestep for In_zdfexp=T

Whenkey_zdfcstis defined, the momentum and tracer vertical eddy coefficients are
set to constant values over the whole ocean. This is the crudest way to define the vertical
ocean physics. It is recommended that this option is only used in process studies, not in
basin scale simulations. Typical values used in this case are :

AU = AT = 1.2107 m?.s7!

AT — AYS = 12109 m2.s7 !

These values are set through t#emOand avtO namelist parameters. In all cases,
do not use values smaller that those associated with the molecular viscosity and dif-
fusivity, that is~ 1076 m?2.s~! for momentum,~ 107 m?2.s~! for temperature and
~ 1072 m?2.s~! for salinity.

Richardson Number Dependent (keydfric)

&namric ! richardson number dependent vertical diffusion ("key_zdfric" )
1.

avmri = 100.e-4 I maximum value of the vertical viscosity

alp = 5. ! coefficient of the parameterization

nric = 2 ! coefficient of the parameterization

/

Whenkey_zdfric is defined, a local Richardson number dependent formulation for
the vertical momentum and tracer eddy coefficients is set. The vertical mixing coefficients
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are diagnosed from the large scale variables computed by the noditli measurements

have been used to link vertical turbulent activity to large scale ocean structures. The hypo-
thesis of a mixing mainly maintained by the growth of Kelvin-Helmholtz like instabilities
leads to a dependency between the vertical eddy coefficients and the local Richardson
number ¢.e. the ratio of stratification to vertical shear). Followiffgthe following for-
mulation has been implemented :

AUT _ A;L‘}zj; _|_AUT
 (I+aRi)" b
9.1)
AvT
vm _ Avm
(14 a Ri) T

whereRi = N2/ (9.U;,)? is the local Richardson numbé, is the local Brunt-Vaila fre-
quency (se€§4.8.2), AYT and AY™ are the constant background values set as in the
constant case (s€.1.1), andA¥L = 10~* m2.s~! is the maximum value that can
be reached by the coefficient wh@&i < 0, « = 5 andn = 2. The last three values can
be modified by setting thavmri, alp andnric namelist parameters, respectively.

TKE Turbulent Closure Scheme (keyzdftke)

&namtke ! turbulent eddy kinetic dependent vertical diffusion ("key_zdftke")
1
In_rstke = false. ! restart with tke from a run without tke (T) or not (F)
nn_itke = 50 ! number of iterative loops if In_rstke=T
rn_ediff = 01 ! coef. for vertical eddy coef. (avt=rn_edifffmxI*sqrt(e) )
rn_ediss = 0.7 ! coef. of the Kolmogoroff dissipation
rn_ebb = 3.75 ! coef. of the surface input of tke
rn_efave = 1. ! boost of the tke diffusion ( avtke=rn_efave*avm )
rn_emin = 1l.e-6 ! minimum value of tke [m2/s2]
rn_emin0 = l.e-4 ! surface minimum value of tke [m2/s2]
nn_mx| = 2 ! mixing length: = 0 bounded by the distance to surface and bottom

1 bounded by the local vertical scale factor
2 first vertical derivative of mixing length bounded by 1
3 same criteria as case 2 but applied in a different way

nn_pd| = 1 ! Prandtl number function of richarson number (=1, avt=pdI(Ri)*avm) or not (=0, avt=avm)
nn_avb = 0 ! profile for constant background used on avt & avm (=1) or not (=0)

nn_ave = 1 ! horizontal averaged on avt (=1) or not (=0)

In_mxI0 = false. I mixing length scale surface value as function of wind stress (T) or not (F)

rn_Imin = 0.4 ! interior buoyancy lenght scale minimum value

rn_Imin0 = 0.4 ! surface buoyancy lenght scale minimum value

nn_etau = 0 ! exponentially deceasing penetration of tke due to internal & intertial waves

0 no penetration ( O(2 km) resolution)
1 additional tke source

2 additional tke source applied only at the base of the mixed layer

nn_htau = 2 ! type of exponential decrease of tke penetration
! = 0 constant 10 m length scale
! =1 ?2?7?
! =2 2?27
rn_efr = 0.05 I fraction of surface tke value which penetrates inside the ocean
In_lc = false. ! Langmuir cell effect
m_lc = 015 ! coef. associated to Langmuir cells
nn_havtb = 0 ! horizontal shape for avtb (=1) or not (=0)

The vertical eddy viscosity and diffusivity coefficients are computed from a TKE
turbulent closure model based on a prognostic equatiof tbe turbulent kinetic energy,
and a closure assumption for the turbulent length scales. This turbulent closure model
has been developed I%in the atmospheric case, adapted byor the oceanic case,
and embedded in OPA by for equatorial Atlantic simulations. Since then, significant
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modifications have been introduced ®yn both the implementation and the formulation

of the mixing length scale. The time evolution ®is the result of the production &f
through vertical shear, its destruction through stratification, its vertical diffusion, and its
dissipation of? type :

oe A | fou\? [ov\? 1 9 [A"™ e g3/2
T (= T AT Ny - 2T e T (9.2
9t e (a&) +<0k> T ok [ o 8k] 7 @2
AU = Oy 1, \E
i Lk Ve 9.3)

AvT — Avm/Prt

whereN is the local Brunt-Vaigla frequency (se¢.8.2),/. andi, are the dissipation and
mixing length scalespk,; is the Prandtl number. The constatts = \/5/2 andC, = 0.1
are designed to deal with vertical mixing at any defh They are set through namelist
parameter®diff andediss P,; can be set to unity or, following, be a function of the
local Richardson numbeR; :

1 if R; <0.2
Pi=<¢5R;, if 02<R;<2
10 if 2<R;

Note that a horizontal Shapiro filter can optionally be appliedzfo However it is an
obsolescent option that is not recommended. The choi¢&.as controlled by thenpdl
namelist parameter.

For computational efficiency, the original formulation of the turbulent length scales
proposed by? has been simplified. Four formulations are proposed, the choice of which
is controlled by thexmxInamelist parameter. The first two are based on the following first
order approximation?] :

I, =l = V2&/N (9.4)

which is valid in a stable stratified region with constant values of the bruntakaise-
guency. The resulting length scale is bounded by the distance to the surface or to the
bottom gimxkEQ) or by the local vertical scale factanrixk=1). ? notice that this simpli-
fication has two major drawbacks : it makes no sense for locally unstable stratification
and the computation no longer uses all the information contained in the vertical density
profile. To overcome these drawbacRsntroduces thexmxk2 or 3 cases, which add an
extra assumption concerning the vertical gradient of the computed length scale. So, the
length scales are first evaluated as in (9.4) and then bounded such that :

1
es

ol .
o <1 with [ =1 = I, (9.5)

(9.5) means that the vertical variations of the length scale cannot be larger than the varia-
tions of depth. It provides a better approximation of thermulation while being much
less time consuming. In particular, it allows the length scale to be limited not only by
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FIG. 9.1 — lllustration of the mixing length computation.

the distance to the surface or to the ocean bottom but also by the distance to a strongly
stratified portion of the water column such as the thermocline (Fig. 9.1.3). In order to
impose the (9.5) constraint, we introduce two additional length scalgsand! g, the
upward and downward length scales, and evaluate the dissipation and mixing turbulent
length scales as (and note that here we use numerical indexing) :

I®) = min (l(’“) LI elf) ) from k = 1to jpk

1" — min (l(’“) SIS iy U) from k = jpk to 1
wherel(*) is computed using (9.4),e. I%) = \/2e(®) /N ().

In the nmxE2 case, the dissipation and mixing length scales take the same value :
lp =1lc =min ( Ly , lgwn ), While in thenmxE2 case, the dissipation and mixing length

scales are give as h:

lk =V lup ldum

le =min (lup , lgwn )

At the sea surface the value @fs prescribed from the wind stress field = ebb |7

(ebb = 60 by default) with a minimal threshold afmin0 = 10~ m?2.s=2 (namelist
parameters). Its value at the bottom of the ocean is assumed to be equal to the value of
the level just above. The time integration of thequation may formally lead to negative
values because the numerical scheme does not ensure its positivity. To overcome this

(9.6)

(9.7)
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problem, a cut-off in the minimum value efis used. Followind?, the cut-off value is

set toy/2/2 10~ m?2.s~2. This allows the subsequent formulations to match thafaf

the diffusion in the thermocline and deep ocedr*” = 10~3/N). In addition, a cut-

off is applied on4*™ and A*T to avoid numerical instabilities associated with too weak
vertical diffusion. They must be specified at least larger than the molecular values, and
are set throughvmOandavtO (namelist parameters).

K Profile Parametrisation (KPP) (key zdfkpp)

&namkpp ! K-Profile Parameterization dependent vertical mixing ("key_zdfkpp", and optionnally:
! "key_kppcustom" or "key_kpplktb")
|

In_kpprimix = .true. I shear instability mixing

difmiw = 1.0e-04 ! constant internal wave viscosity [m2/s]

difsiw = 0.1e-04 ! constant internal wave diffusivity [m2/s]

Riinfty = 08 ! local Richardson Number limit for shear instability

difri = 0.0050 ! maximum shear mixing at Rig = 0 [m2/s]

bvsgcon = -0.01e-07 ! Brunt-Vaisala squared for maximum convection [1/s2]

difcon = 1. ! maximum mixing in interior convection [m2/s]

navb =0 ! horizontal averaged (=1) or not (=0) on avt and amv

nave = ! constant (=0) or profile (=1) background on avt

The K-Profile Parametrization (KKP) developeddlyas been implemented NEMO
by J. Chanut (PhD reference to be added here!).
Add a description of KPP here.

|

&namzdf ! vertical physics

1.
avmO = 1l2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
avto = 12e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
In_zdfnpc = false. ! convection: Non-Penetrative algorithm (T) or not (F)
In_zdfevd = .true. ! convection: enhanced vertical diffusion (T) or not (F)
avevd = 100. I vertical coefficient for enhanced diffusion scheme [m2/s]
n_evdm = 1 ! enhanced mixing apply on tracer (=0) or on tracer and momentum (=1)
In_zdfexp = .false. ! split explicit (T) or implicit (F) time stepping
n_zdfexp = 3 I number of sub-timestep for In_zdfexp=T

Static instabilities (i.e. light potential densities under heavy ones) may occur at par-
ticular ocean grid points. In nature, convective processes quickly re-establish the static
stability of the water column. These processes have been removed from the model via
the hydrostatic assumption so they must be parameterized. Three parameterisations are
available to deal with convective processes : a non-penetrative convective adjustment or
an enhanced vertical diffusion, or/and the use of a turbulent closure scheme.

Non-Penetrative Convective Adjustmentl{ _tranpc=.true.)

&namnpc ! non penetrative convection
|

1 ! non penetrative convective scheme computation frequency

nnpcl
365 ! non penetrative convective scheme print frequency

nnpc2

/
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FIG. 9.2 — Example of an unstable density profile treated by the non penetrative
convective adjustment algorithnh! step : the initial profile is checked from the
surface to the bottom. It is found to be unstable between levels 3 and 4. They
are mixed. The resulting is still larger thanp(5) : levels 3 to 5 are mixed. The
resultingp is still larger tharp(6) : levels 3 to 6 are mixed. Thig’ step ends since

the density profile is then stable below the leve?3. step : the new profile is
checked following the same procedure ag‘instep : levels 2 to 5 are mixed. The
new density profile is checked. It is found stable : end of algorithm.

The non-penetrative convective adjustment is used umexdfnpetrue. It is applied
at eaclmnpcltime step and mixes downwards instantaneously the statically unstable por-
tion of the water column, but only until the density structure becomes neutrally stable (
until the mixed portion of the water column hasgactlythe density of the water just be-
low) [?]. The associated algorithm is an iterative process used in the following way (Fig.
9.2.1) : starting from the top of the ocean, the first instability is found. Assume in the fol-
lowing that the instability is located between levklandk + 1. The potential temperature
and salinity in the two levels are vertically mixed, conserving the heat and salt contents
of the water column. The new density is then computed by a linear approximation. If the
new density profile is still unstable between levels 1 andk + 2, levelsk, k£ + 1 and
k + 2 are then mixed. This process is repeated until stability is established below the level
k (the mixing process can go down to the ocean bottom). The algorithm is repeated to
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check if the density profile between leviel- 1 and k is unstable and/or if there is no
deeper instability.

This algorithm is significantly different from mixing statically unstable levels two by
two. The latter procedure cannot converge with a finite number of iterations for some
vertical profiles while the algorithm used NEMO converges for any profile in a number
of iterations which is less than the number of vertical levels. This property is of paramount
importance as pointed out I3y it avoids the existence of permanent and unrealistic static
instabilities at the sea surface. This non-penetrative convective algorithm has been proved
successful in studies of the deep water formation in the north-western Mediterranean Sea
[??7.

Note that in the current implementation of this algorithm presents several limitations.
First, potential density referenced to the sea surface is used to check whether the den-
sity profile is stable or not. This is a strong simplification which leads to large errors for
realistic ocean simulations. Indeed, many water masses of the world ocean, especially
Antarctic Bottom Water, are unstable when represented in surface-referenced potential
density. The scheme will erroneously mix them up. Second, the mixing of potential den-
sity is assumed to be linear. This assures the convergence of the algorithm even when the
equation of state is non-linear. Small static instabilities can thus persist due to cabbeling :
they will be treated at the next time step. Third, temperature and salinity, and thus den-
sity, are mixed, but the corresponding velocity fields remain unchanged. When using a
Richardson Number dependent eddy viscosity, the mixing of momentum is done through
the vertical diffusion : after a static adjustment, the Richardson Number is zero and thus
the eddy viscosity coefficient is at a maximum. When this convective adjustment algo-
rithm is used with constant vertical eddy viscosity, spurious solutions can occur since the
vertical momentum diffusion remains small even after a static adjustment. In that case,
we recommend the addition of momentum mixing in a manner that mimics the mixing in
temperature and salinityf).

Enhanced Vertical Diffusion (n_zdfevd:.true.)

1.

&namzdf ! vertical physics

1.
avmO = 1.2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
avto = 1.2e-5 | vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
In_zdfnpc = .false. ! convection: Non-Penetrative algorithm (T) or not (F)
In_zdfevd = .true. ! convection: enhanced vertical diffusion (T) or not (F)
avevd = 100. I vertical coefficient for enhanced diffusion scheme [m2/s]
n_evdm = 1 ! enhanced mixing apply on tracer (=0) or on tracer and momentum (=1)
In_zdfexp = .false. ! split explicit (T) or implicit (F) time stepping
n_zdfexp = 3 I number of sub-timestep for In_zdfexp=T

/

The enhanced vertical diffusion parameterisation is used Wwhedfevd-true. In this
case, the vertical eddy mixing coefficients are assigned very large values (a typical va-
lue is 10 m2s~1) in regions where the stratification is unstable:.(when the Brunt-
Vaisala frequency is negative?®]. This is done either on tracers only_évdn¥0) or on
both momentum and tracens évdn¥1).

In practice, whereV? < 10712, AYT and A%°, and ifn_evdn¥1, the four neighbou-
ring A7 and A)™ values also, are set equal to the namelist paranaetard A typical
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value foravevd is between 1 and00 m?.s~!. This parameterisation of convective pro-
cesses is less time consuming than the convective adjustment algorithm presented above
when mixing both tracers and momentum in the case of static instabilities. It requires the
use of an implicit time stepping on vertical diffusion terms (inezdfexpfalse).

9.2.3 Turbulent Closure Scheme (keydftke)

The TKE turbulent closure scheme presente¢biri.3 and used when ttkey_zdftke
is defined, in theory solves the problem of statically unstable density profiles. In such a
case, the term corresponding to the destruction of turbulent kinetic energy through stra-
tification in (9.2) becomes a source term, sif¢é is negative. It results in large values
of A¥T and A%T, and also the four neighbouringand AY™ (up tol m?s~!). These
large values restore the static stability of the water column in a way similar to that of the
enhanced vertical diffusion parameterisatié®.2.2). However, in the vicinity of the sea
surface (first ocean layer), the eddy coefficients computed by the turbulent closure scheme
do not usually exceeth—2m.s~!, because the mixing length scale is bounded by the dis-
tance to the sea surface ($8e1.3). It can thus be useful to combine the enhanced vertical
diffusion with the turbulent closure schemies. setting thdn_zdfnpcnamelist parameter
to true and defining thkey_zdftke CPP key all together.

The KPP turbulent closure scheme already includes enhanced vertical diffusion in the
case of convection, as governed by the variallegcon anddi f con found inzdfkpp.F90
thereforenp_zdfevdshould not be used with the KPP scheme.

9.3 Double Diffusion Mixing (zdfddm.F90module - key zdfddm)

&namddm ! double diffusive mixing parameterization ("key_zdfddm")
]

avts = le4 I maximum avs (vertical mixing on salinity)
hsbfr = 1.6 ! heat/salt buoyancy flux ratio
/

Double diffusion occurs when relatively warm, salty water overlies cooler, fresher
water, or vice versa. The former condition leads to salt fingering and the latter to diffu-
sive convection. Double-diffusive phenomena contribute to diapycnal mixing in extensive
regions of the ocear?. include a parameterisation of such phenomena in a global ocean
model and show that it leads to relatively minor changes in circulation but exerts signifi-
cant regional influences on temperature and salinity.

Diapycnal mixing of S and T are described by diapycnal diffusion coefficients

AT = AT 4 Ay AT
AV = AP + A + AP
where subscripf represents mixing by salt fingering by diffusive convection, and by

processes other than double diffusion. The rates of double-diffusive mixing depend on the
buoyancy ratiok, = «0,T/30,S, wherea and 3 are coefficients of thermal expansion
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em®s
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FIG. 9.3 — From? : (a) Diapycnal diffusivitiesA}” andAjcS for temperature and

salt in regions of salt fingering. Heavy curves dendte = 10-2 m?2.s~! and thin
curvesA* = 1074 m2.s71; (b) diapycnal diffusivitiesd’? and A4° for tempera-

ture and salt in regions of diffusive convection. Heavy curves denote the Federov
parameterisation and thin curves the Kelley parameterisation. The latter is not im-
plemented INEMO.

and saline contraction (s€d.8.1). To represent mixing &f and7" by salt fingering, we
adopt the diapycnal diffusivities suggested by Schmitt (1981) :

A*U - 2
A;S _ )V wmmye if R, >1andN* >0 9.8)
0 otherwise
A =0.7 AY/R, (9.9)

The factor 0.7 in (9.9) reflects the measured ratit-/3Fs ~ 0.7 of buoyancy flux
of heat to buoyancy flux of sale(g., ?). Following ?, we adoptR. = 1.6, n = 6, and
A =10"* m2.s71.

To represent mixing of S and T by diffusive layering, the diapycnal diffusivities sug-
gested by Federov (1988) is used :

s {1.3635 oxp (4.6 exp [~0.54(R;' —1)]) if0 <R, <1andN?>0

0 otherwise
(9.10)
AYT (1.85R, —0.85) if 0.5 < R, <landN?>0
A% = AT 0.15 R, if 0<R,<0.5andN?>0 (9.11)

0 otherwise

The dependencies of (9.8) to (9.11) Bpare illustrated in Fig. 9.3. Implementing this
requires computingz,, at each grid point on every time step. This is doneasbn2.F90
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at the same time a¥? is computed. This avoids duplication in the computation @nd
0 (which is usually quite expensive).

Bottom Friction (zdfbfr.FO0 module)

&nambfr ! bottom friction
|
nbotfr = 1 I type of bottom friction : =0 :no slip, = 2 : nonlinear friction
! = 3 : free slip, =1: linear friction
bfril = 4.e-4 | bottom drag coefficient (linear case)
bfri2 = 1.e-3 ! bottom drag coefficient (non linear case)
bfeb2 = 2.5e-3 | bottom turbulent kinetic energy background (m"2/s°2)

/

Both the surface momentum flux (wind stress) and the bottom momentum flux (bot-
tom friction) enter the equations as a condition on the vertical diffusive flux. For the
bottom boundary layer, one has :

A"™ (U}, /82) = Fy, (9.12)

whereF;, is supposed to represent the horizontal momentum flux outside the logarith-
mic turbulent boundary layer (thickness of the order of 1 m in the ocean). Hoim-
fluences the interior depends on the vertical resolution of the model near the bottom re-
lative to the Ekman layer depth. For example, in order to obtain an Ekman layer depth
d =+/2 Av"/f = 50 m, one needs a vertical diffusion coefficiefit™ = 0.125 m?s~!
(for a Coriolis frequencyf = 10~* m?s~!). With a background diffusion coefficient
A" = 10~* m?s~!, the Ekman layer depth is only 1.4 m. When the vertical mixing
coefficient is this small, using a flux condition is equivalent to entering the viscous forces
(either wind stress or bottom friction) as a body force over the depth of the top or bottom
model layer. To illustrate this, consider the equationfat k, the last ocean level :

ou (k) U(k-1)—-U (k) F,

1
= — |A"" (k —F| ~— 9.13
8t €3y ( ) €3yw (k‘ — 1) €3y ( )

For example, if the bottom layer thickness is 200 m, the Ekman transport will be distribu-
ted over that depth. On the other hand, if the vertical resolution is high (1 m or less) and a
turbulent closure model is used, the turbulent Ekman layer will be represented explicitly
by the model. However, the logarithmic layer is never represented in current primitive
equation model applications : it ieecessaryo parameterize the fluk;,. Two choices are
available inNEMO:: a linear and a quadratic bottom friction. Note that in both cases, the
rotation between the interior velocity and the bottom friction is neglected in the present
release oNEMO.

Linear Bottom Friction (nbotfr = 1)

The linear bottom friction parameterisation assumes that the bottom friction is pro-
portional to the interior velocity (i.e. the velocity of the last model level) :

Zh_ (9.14)
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Whereuz is the horizontal velocity vector of the bottom ocean layer arigl a friction
coefficient expressed in nT.8. This coefficient is generally estimated by setting a typical
decay timer in the deep ocean, and setting= H/7, where H is the ocean depth.
Commonly accepted values ofare of the order of 100 to 200 day®[A value 7! =
107 s~! equivalent to 115 days, is usually used in quasi-geostrophic models. One may
consider the linear friction as an approximation of quadratic frictios; 2 Cp Uy, (?,

Eqg. 9.6.6). For example, with a drag coeffici€ny = 0.002, a typical speed of tidal
currents ofU/,, = 0.1 m.s™!, and assuming an ocean degth= 4000 m, the resulting
friction coefficient isr = 4 10~* m.s™!. This is the default value used MEMO . It
corresponds to a decay time scale of 115 days. It can be changed by spebffiédg
(namelist parameter).

In the code, the bottom friction is imposed by updating the value of the vertical eddy
coefficient at the bottom level. Indeed, the discrete formulation of (9.14) at the last ocean
T'—level, using the fact thatl, = 0 below the ocean floor, leads to

vm
A" =1 eu (9.15)
AV =1 ez

This update is done indfbfr.F90whennbotfr=1. The value of- used idfricl. Setting
nbotfr=3 is equivalent to setting = 0 and leads to a free-slip bottom boundary condition.
Settingnbotfr=0 setsr = 2 A}){J, WhereAUUb is the background vertical eddy coefficient,
and a no-slip boundary condition is imposed. Note that this latter choice generally leads
to an underestimation of the bottom friction : for example with a deepest level thickness
of 200 m andAY = 10~*m%.s™1, the friction coefficient is only: = 10~°m.s™L.

Non-Linear Bottom Friction (nbotfr = 2)
The non-linear bottom friction parameterisation assumes that the bottom friction is
quadratic :

AU U
F), = = — Op \JuR 02t e UL (9.16)
€3 8]{

with U% = (uy , vp) the horizontal interior velocityi(e. the horizontal velocity of
the bottom ocean layery;p a drag coefficient, ane, a bottom turbulent kinetic energy
due to tides, internal waves breaking and other short time scale currents. A typical value
of the drag coefficient i€'p = 1073. As an example, the CME experimer¥] juses
Cp = 1073 ande, = 2.5 10~2m?.s2, while the FRAM experiment]] usese; = 0 and
ey = 2.5 1073m?.s72. The FRAM choices have been set as default valbésc@ and
bfeb2namelist parameters).
As for the linear case, the bottom friction is imposed in the code by updating the value
of the vertical eddy coefficient at the bottom level :
Azm _ CD 30w |:u2 + (Q=]i+1,j)2 I eb:| 1/2
(9.17)

oy 1/2
Agm =Cp esuw [(ﬂl’]+1)2 + v? + €b}
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This update is done indfbfr.F90 The coefficients that control the strength of the non-
linear bottom friction are initialized as namelist paramete&rs = bfri2, ande;, =bfeb2
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Representation of Unresolved Straits

Hand made geometry changes

e reduced scale factor, also called partially open face (Hallberg, personnal communi-
cation 2006)

e increase of the viscous boundary layer thickness by local increase of the fmask value
at the coast

Add a short description of scale factor changes staff and fmask increase

Cross Land Advectionfacla module)

&namcla ! cross land advection
|

n_cla = 1 ! advection between 2 ocean pts separates by land
/

Add a short description of CLA staff here or in lateral boundary condition chapter ?

Closed seas

Sub-Domain Functionality (pizoom jpjzoom)

The sub-domain functionality, also improperly called the zoom option (improperly
because it is not associated with a change in model resolution) is a quite simple function
that allows a simulation over a sub-domain of an already defined configuratomvi-
thout defining a new mesh, initial state and forcings). This option can be useful for testing
the user settings of surface boundary conditions, or the initial ocean state of a huge ocean
model configuration while having a small computer memory requirement. It can also be
used to easily test specific physics in a sub-domain (for example?sk® h test of the
coupling used in the global ocean version of OPA between sea-ice and ocean model over
the Arctic or Antarctic ocean, using a sub-domain). In the standard model, this option
does not include any specific treatment for the ocean boundaries of the sub-domain : they
are considered as artificial vertical walls. Nevertheless, it is quite easy to add a restoring
term toward a climatology in the vicinity of such boundaries (3£6).

In order to easily define a sub-domain over which the computation can be performed,
the dimension of all input arrays (ocean mesh, bathymetry, forcing, initial state, ...) are de-
fined agpidta, jpjdta andjpkdta (par_.oce.F90module), while the computational domain
is defined througlipiglo, jpjglo andjpk (par.oce.F90module). When running the model
over the whole domain, the user sgigylo=jpidta jpjglo=jpjdta and jpk=jpkdta When
running the model over a sub-domain, the user has to provide the size of the sub-domain,
(ipiglo, jpjglo, jpkglo), and the indices of the south western corngpa®omandjpjzoom
in the par_oce.F90module (Fig. 10.3).
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38°N

34°N

10°W 8°W 6°W 4°W 2°W 0°

set to value > 2
38°N
36°N
Viscous Boundary
34°N layer
10°W  8°W 6°W 4°W 2°W 0°

FiG. 10.1 — Example of the Gibraltar strait defined ina 1° x 1° mdsip.:

using partially open cells. The meridional scale factop-gioint is reduced on

both sides of the strait to account for the real width of the strait (about 20 km).
Note that the scale factors of the strA#point remains unchangeBottom: using
viscous boundary layers. The four fmask parameters along the strait coastlines are
set to a value larger than 4e¢. "strong” no-slip case (see Fig.7.1) creating a large
viscous boundary layer that allows a reduced transport through the strait.
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Note that a third set of dimensions exigdi, jpj andjpk which is actually used to
perform the computation. It is set by defaultjpé=jpjglo andjpj=jpjglo, except for mas-
sively parallel computing where the computational domain is laid out on local processor
memories following a 2D horizontal splitting.

jpjdta
input data
ipjglo domain
jpjzoom _|_______ 1-

1 jpiglo
|

1 |

1 jpizoom jpidta

FIG. 10.2 — Position of a model domain compared to the data input domain when
the zoom functionality is used.

Water column model : 1D model (keycfg_1d)

The 1D model option simulates a stand alone water column within th&lBBIO
system. It can be applied to the ocean alone or to the ocean-ice system and can include
passive tracers or a biogeochemical model. It is set up by defininkethefg_1d CPP
key. This 1D model is a very useful toh) to learn about the physics and numerical
treatment of vertical mixing processef) to investigate suitable parameterisations of
unresolved turbulence (wind steering, langmuir circulation, skin lay€c3)p compare
the behaviour of different vertical mixing schemdd) to perform sensitivity studies on
the vertical diffusion at a particular point of the ocean global dom@tp produce extra
diagnostics, without the large memory requirement of the full 3D model.

The methodology is based on the use of the zoom functionality§(s®8), with some
extra routines. There is no need to define a new mesh, bathymetry, initial state or forcing,
since the 1D model will use those of the configuration it is a zoom of.
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Accelerating the Convergencenfi_.acc=1)

&namdom ! space and time domain (bathymetry, mesh, timestep)
1
ntopo = 1 ! compute (=0) or read(=1) the bathymetry file
e3zps_min = 5. I the thickness of the partial step is set larger than the minimum
e3zps_rat = 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
nmsh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
nacc = 0 I =1 acceleration of convergence method used, rdt < rdttra(k)
! =0, no acceleration, rdt = rdttra
atfp 0.1 ! asselin time filter parameter

rdt
rdtmin
rdtmax
rdth
rdtbt
nclosea

4]

760. !
760. !

time step for the dynamics (and tracer if nacc=0)
minimum time step on tracers (used if nacc=1)
760. ! maximum time step on tracers (used if nacc=1)
800. ! depth variation of tracer time step (used if nacc=1)
! barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
! = 0 no closed sea in the model domain
! =1 closed sea (Black Sea, Caspian Sea, Great US Lakes...)

a1

[T TR TR R TINT]
(6]

©
o®

Searching an equilibrium state with an ocean model requires very long time integra-
tion (a few thousand years for a global model). Due to the size of the time step required
for numerical stability (less than a few hours), this usually requires a large elapsed time.
In order to overcome this problerf,ntroduces a technique that is intended to accelerate
the spin up to equilibrium. It uses a larger time step in the thermodynamic evolution equa-
tions than in the dynamic evolution equations. It does not affect the equilibrium solution
but modifies the trajectory to reach it.

The acceleration of convergence option is used wireacc=1. In that caset = rdt
is the time step of dynamics whil&t = rdttra is the tracer time-step. Their values are
set from therdt andrdttra namelist parameters. The set of prognostic equations to solve
becomes :

1 -1
U, _ U —uy

ot 2At
t+1 _ -1
oo _TT - (10.1)
ot 2At
as St—i—l _ St—l
o oAt

? has examined the consequences of this distorted physics. Free waves have a slower
phase speed, their meridional structure is slightly modified, and the growth rate of baro-
clinically unstable waves is reduced but with a wider range of instability. This technique
is efficient for searching for an equilibrium state in coarse resolution models. However its
application is not suitable for many oceanic problems : it cannot be used for transient or
time evolving problems (in particular, it is very questionable to use this technique when
there is a seasonal cycle in the forcing fields), and it cannot be used in high-resolution
models where baroclinically unstable processes are important. Moreover, the vertical va-
riation of At implies that the heat and salt contents are no longer conserved due to the
vertical coupling of the ocean level through both advection and diffusion.

Model Optimisation, Control Print and Benchmark
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&namctl ! Control prints & Benchmark
1.
In_ctl = false. ! trends control print (expensive!)
nprint = 0 ! level of print (O no extra print)
nictls = 0 ! start i indice of control sum (use to compare mono versus
nictle = 0 ! end i indice of control sum multi processor runs
njctls = 0 ! start j indice of control over a subdomain)
njctle = 0 ! end | indice of control
isplt = 1 ! number of processors in i-direction
jsplt = 1 I number of processors in j-direction
nbench = 0 ! Bench mode (1/0): CAUTION use zero except for bench
! (no physical validity of the results)
nbit_cmp = 0 ! bit comparison mode (1/0): CAUTION use zero except for test

! of comparison between single and multiple processor runs

Three issues to be described here :

e Vector and memory optimisation :

key_vectoptloop enables internal loop collapse, a very efficient way to increase the
length of vector calculations and thus speed up the model on vector computers.

key_vectopt memory has been introduced in order to reduce the memory requirement
of the model. This is obviously done at the cost of increasing the CPU time requirement,
since it suppress intermediate computations which would have been saved in in-core me-
mory. This feature has not been intensively used. In fact, currently it is only implemented
for the TKE physics, in which, whekey_vectopt memory is defined, the coefficients
used for horizontal smoothing of!" and A™ are no longer computed once and for all.
This reduces the memory requirement by three 2D arrays.

e Control print

1- In_ctl : compute and print the trends averaged over the interior domain in all TRA,
DYN, LDF and ZDF modules. This option is very helpful when diagnosing the origin of
an undesired change in model results.

2- alsoln_ctl but using the nictl and njctl namelist parameters to check the source of
differences between mono and multi processor runs.

3- key_esopa(to be rename keymemo) : which is another option for model mana-
gement. When defined, this key forces the activation of all options and CPP keys. For
example, all tracer and momentum advection schemes are called! There is therefore no
physical meaning associated with the model results. However, this option forces both the
compiler and the model to run through all the®TrRAN lines of the model. This allows
the user to check for obvious compilation or execution errors with all CPP options, and
errors in namelist options.

3- key_esopa(to be rename keymemo) : which is another option for model mana-
gement. When defined, this key forces the activation of all options and CPP keys. For
example, all tracer and momentum advection schemes are called! There is therefore no
physical meaning associated with the model results. However, this option forces both the
compiler and the model to run through all the Fortran lines of the model. This allows the
user to check for obvious compilation or execution errors with all CPP options, and errors
in namelist options.

4- last digit comparisonnpit.cmp). In an MPP simulation, the computation of a sum
over the whole domain is performed as the summation over all processors of each of their
sums over their interior domains. This double sum never gives exactly the same result as
a single sum over the whole domain, due to truncation differences. The "bit comparison”
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option has been introduced in order to be able to check that mono-processor and multi-
processor runs give exactly the same results.

e Benchmark ibench). This option defines a benchmark run based on a GYRE confi-
guration in which the resolution remains the same whatever the domain size. This allows
a very large model domain to be used, just by changing the domainjgigko(jpjglo)
and without adjusting either the time-step or the physical parameterisations.

Elliptic solvers (SOL directory)

&namsol ! elliptic solver / island / free surface
|
nsolv = 1 ! elliptic solver: =1 preconditioned conjugate gradient (pcg)
! =2 successive-over-relaxation (sor)
! =3 FETI (fet) ("key_feti")
! =4 sor with extra outer halo
nsol_arp = 0 ! absolute/relative (0/1) precision convergence test
nmin = 300 ! minimum of iterations for the SOR solver
nmax = 800 ! maximum of iterations for the SOR solver
nmod = 10 ! frequency of test for the SOR solver
eps = le-6 ! absolute precision of the solver
resmax = 1le-10 ! absolute precision for the SOR solver
sor = 192 ! optimal coefficient for SOR solver (to be adjusted with the domain)
epsisl| = 1le-10 ! absolute precision on stream function solver
nmisl = 4000 ! maximum pcg iterations for island ("key_islands")
rmu = 1. I strength of the additional force used in filtered free surface

The computation of the surface pressure gradient with a rigid lid assumption requires
the computation ob;1), the time evolution of the barotropic streamfunctiom) is the
solution of an elliptic equation (2.12) for which three solvers are available : a Successive-
Over-Relaxation scheme (SOR), a preconditioned conjugate gradient scheme?PLCG) |
and a Finite Elements Tearing and Interconnecting scheme (FEAIhe PCG is a very
efficient method for solving elliptic equations on vector computers. It is a fast and rather
easy method to use ; which are attractive features for a large number of ocean situations
(variable bottom topography, complex coastal geometry, variable grid spacing, islands,
open or cyclic boundaries, etc ...). It does not require a search for an optimal parameter
as in the SOR method. However, the SOR has been retained because it is a linear sol-
ver, which is a very useful property when using the adjoint mod®&BMO. The FETI
solver is a very efficient method on massively parallel computers. However, it has never
been used since OPA 8.0. The current versioNiMO should not even successfully go
through the compilation phase.

The surface pressure gradient is computedyinspg.F90The solver used (PCG or
SOR) depending on the value n$olv(namelist parameter). At each time step the time
derivative of the barotropic streamfunction is the solution of (2.29). Introducing the follo-
wing coefficients :

(10.2)
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the five-point finite difference equation (2.29) can be rewritten as :

oy o o %
(W) wemn(%)  wow (%) v (D)
NG i+1,5 W ot ij+1 TNy TNO i

AN
&>i’j_Bz,J (10.3)

— (NS + B + ol + cEY) <
(10.3) is a linear symmetric system of equations. All the elements of the corresponding
matrix A vanish except those of five diagonals. With the natural ordering of the grid points
(i.e. from west to east and from south to north), the structureisfblock-tridiagonal with
tridiagonal or diagonal blocksA is a positive-definite symmetric matrix of sizgpi -
jpj)?, andB, the right hand side of (10.3), is a vector.

10.7.1 Successive Over Relaxatiamsolh=2

Let us introduce the four cardinal coefficients’; = C°/D; ;, Al = CEV /D ;,

AE, = CEW,/D;; and AY, = C’fﬁj/Dij, and defineB; ; = B;;/D;;, where
Di; = C{VS CNS, + CEW + CY, (i.e. the diagonal of). (VII.5.1) can be re-
written as :

8 B
Af?(at) .+A5j(at>l.
i+1,5 2,541
o o oY -
s w oy _ (¥ —_ B
A (at) 1,3-*‘4”'(&)1-,“ (f%)m Bij (104)

The SOR method used is an iterative method. Its algorithm can be summarised as
follows [see? for a further discussion] :
initialisation (evaluate a first guess from previous time step computations)

(), (), (%), 109

ot
iterationn, fromn = 0 until convergence, do :

-5, ()
ot it+1,j ot i,j+1

s 8w n+1 w 8¢ n+1 aw e
(5., (5, (5), P oo

aw n+1 aw n n
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wherew satisfiesl < w < 2. An optimal value exists far which significantly accelerates

the convergence, but it has to be adjusted empirically for each model domain (except for
a uniform grid where an analytical expression focan be found?]). The value ofw is

set usingsor, anamelist parameter. The convergence test is of the form :

ZR” Ry,

= <e (10.8)
Z By, By,

wheree is the absolute precision that is required. It is recommended that a value smaller
or equal to10~2 is used fore since larger values may lead to numerically induced basin
scale barotropic oscillations. In fact, for an eddy resolving configuration or in a filtered
free surface case, a value three orders of magnitude smaller than this should be used. The
precision is specified by settirgps(namelist parameten. In addition, two other tests

are used to halt the iterative algorithm. They involve the number of iterations and the
modulus of the right hand side. If the former exceeds a specified vatuax(namelist
parameter), or the latter is greater thar0'°, the whole model computation is stopped

and the last computed time step fields are saved in the standard output file. In both cases,
this usually indicates that there is something wrong in the model configuration (an error
in the mesh, the initial state, the input forcing, or the magnitude of the time step or of
the mixing coefficients). A typical value ofmazx is a few hundred whea = 1079,
increasing to a few thousand wher= 10~'2. The vectorization of the SOR algorithm is

not straightforward. The scheme contains two linear recurrencésiodhj. This inhibits

the vectorisation. Therefore it has been rewritten as :

o))
O /it O )

o0 o\ (06N -
S wi(Yv _ 7 _ L.
A (m) 1,j+‘4i*f<at>i,j_1 <0t>m Bis (109)

m m S n
Riy = Ri; —w A7 R (10.10)

R} =R}, —wAY R}, (10.11)

The SOR method is very flexible and can be used under a wide range of conditions,
including irregular boundaries, interior boundary points, etc. Proofs of convergence, etc.
may be found in the standard numerical methods texts for partial differential equations.

10.7.2 Preconditioned Conjugate Gradient

(nbsfs=1 namelist parameter)
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A is a definite positive symmetric matrix, thus solving the linear system (10.3) is
equivalent to the minimisation of a quadratic functional :

Ax=b o x=inf,éy) ,  o(y) =1/2(Ay,y) — (b,y)

where(, ) is the canonical dot product. The idea of the conjugate gradient method is to
search for the solution in the following iterative way : assumingtfidtas been obtained,
x"+1 s found fromx™*! = x + od"™ which satisfies :

d¢ _
do

and expressing(y) as a function ofv, we obtain the value that minimises the functional :

X" =infy_xnian g B(y) 0

o =(r"r")/(Ad",d")

wherer” = b — Ax" = A(x — x") is the error at rank. The descent vecta" s chosen
to be dependent on the errod” = r™ + " d"~!. 8" is searched such that the descent
vectors form an orthogonal basis for the dot product linke@.texpressing the condition
(Ad™ d"~1) = 0 the value ofs"™ is found : 3™ = (r™,r™)/(r"=1 r"=1). As a result, the
errorsr™ form an orthogonal base for the canonic dot product while the descent vectors
d” form an orthogonal base for the dot product linkedAoThe resulting algorithm is
thus the following one :

initialisation :

0 t t—1
x0 = v\ 2 ovN (90 ,the initial guess
ot /. . at ) . . ot ). .
1,7 2,7 2y}
rf=d’=b-Ax°
Yo =(r',r")
iterationn, from n. = 0 until convergence, do :

" =Ad"

ay, = (2", d")
X" = X"+ q, d”
il —rn —q, 27 (10.12)
Y1 = (1
Brt+1 = Ynt+1/Vn
e

The convergence test is :

6 =m /(b,b) <e (10.13)
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wheree is the absolute precision that is required. As for the SOR algorithm, the whole
model computation is stopped when the number of iterations;x, or the modulus of

the right hand side of the convergence equation exceeds a specified valgéqses

for a further discussion). The required precision and the maximum number of iterations
allowed are specified by settirgs andnmaax (namelist parameterg.

It can be demonstrated that the above algorithm is optimal, provides the exact solu-
tion in a number of iterations equal to the size of the matrix, and that the convergence
rate is faster as the matrix is closer to the identity matri, its eigenvalues are closer
to 1. Therefore, it is more efficient to solve a better conditioned system which has the
same solution. For that purpose, we introduce a preconditioning m@twhich is an
approximation ofA but much easier to invert thak, and solve the system :

Q'Ax=Q'b (10.14)

The same algorithm can be used to solve (10.14) if instead of the canonical dot product
the following one is used ¢a,b), = (a,Qb), and ifb = Q' bandA = Q' A
are substituted t and A [?]. In NEMO, Q is chosen as the diagonal o4, i.e. the
simplest form forQ so that it can be easily inverted. In this case, the discrete formulation
of (10.14) is in fact given by (10.4) and thus the matrix and right hand side are computed
independently from the solver used.

FETI

FETI is a powerful solver that was developed by Marc Guy?s.[It has been conver-
ted from Fortan 77 to 90, but never successfully tested after that.

Its main advantage is to save a lot of CPU time when compared to the SOR or PCG
algorithms. However, its main drawback is that the solution is dependent on the domain
decomposition chosen. Using a different number of processors, the solution is the same
at the precision required, but not the same at the computer precision. This make it hard to
debug.

Boundary Conditions — Islands (keyislands)

The boundary condition used for both recommended solvers is that the time derivative
of the barotropic streamfunction is zero along all the coastlines. When islands are present
in the model domain, additional computations must be performed to determine the baro-
tropic streamfunction with the correct boundary conditions. This is detailed below.

The model does not have specialised code for islands. They must instead be identified
to the solvers by the user via bathymetry information, i.esttbethy array should equal
—1 over the first island—2 over the second, ...—N over the N'" island. The model
determines the position of island grid-points and defines a closed contour around each
island which is used to compute the circulation around each one. The closed contour is
formed from the ocean grid-points which are the closest to the island.
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First, the island barotropic streamfunctiofs are computed using the SOR or PCG
scheme (they are solutions of (10.3) with the right-hand side equal to zero and,with
1 along the islanch and+),, = 0 along the other coastlines) (Note that specifyings
boundary condition on an island fagris equivalent to defining a specific right hand side
for (10.3)). The requested precision of this computation can be very high since it is only
performed once. The absolute precisiepsisl, and the maximum number of iterations
allowed,nmisl, are thenamelist parametersused for this computation. Their typical
values areepsisl = 10719 andnmisl = 4000. Then the island matrix A is computed
from (2.16) and inverted. At each time stefy, the solution of (10.3) with) = 0 along all
coastlines, is computed using either SOR or PCG. (It should be noted that the first guess
of this computation remains as usual except #at, is used, instead of;y. Indeed
we are computing;yg which is usually very different frond;).) Then, it is easy to
find the time evolution of the barotropic streamfunction on each island and to deduce
oy, and to use it to compute the surface pressure gradient. Note that the value of the
barotropic streamfunction itself is also computed as the time integratign/dor further
diagnostics.

Diagnostics

Standard Model Output (default option or key dimg)

The model outputs are of three types : the restart file, the output listing, and the output
file(s). The restart file is used internally by the code when the user wants to start the model
with initial conditions defined by a previous simulation. It contains all the information that
is necessary in order for there to be no changes in the model results (even at the computer
precision) between a run performed with several restarts and the same run performed in
one step. It should be noted that this requires that the restart file contain two consecutive
time steps for all the prognostic variables, and that it is saved in the same binary format
as the one used by the computer that is to read it (in particular, 32 bits binary IEEE
format must not be used for this file). The output listing and file(s) are predefined but
should be checked and eventually adapted to the user’s needs. The output listing is stored
in the ocean.output file. The information is printed from within the code on the logical
unit numout. To locate these prints, use the UNIX commagdép — inumout™” in the
source code directory.

In the standard configuration, the user will find the model results in two output files
containing values for every time-step where output is demand&D: fle containing all
the three dimensional fields in logical unitmwvo, and aSO file containing all the two
dimensional (horizontal) fields in logical uniumwso. These outputs are defined in the
diawri.F routine. The default and user-selectable diagnostics are describgidlia-c.

The default output (for all output files apart from the restart file) is 32 bits binary
IEEE format, compatible with the Vairmer software (see the Climate Modelling and global
Change team WEB server at CERFACS : http ://www.cerfacs.fr). The model’s reference
directory also contains a visualisation tool basetN@AR Graphics (http ://ngwww.ucar.edu).
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If a user has access to the NCAR software, he or she can cop@iMODEL/UTILS/OPADRA
directory from the reference and, following tREADME , create graphical outputs from
the model’s results.

Tracer/Dynamics Trends (keytrdimd, key _diatrdtra, key _diatrddyn)

Whenkey_diatrddyn and/orkey_diatrddyn cpp variables are defined, each trend of
the dynamics and/or temperature and salinity time evolution equations is stored in three-
dimensional arrays just after their computation.(at the end of eactlyn - - - .90 and/or
tra--- .F'90 routine). These trends are then used in diagnostic roudlizesn. F'90 and
diatra.F90 respectively. In the standard model, these routines check the basin averaged
properties of the momentum and tracer equations eviedy time-steps ffamelist para-
meter). These routines are supplied as an example ; they must be adapted by the user to
his/her requirements.

These two options imply the creation of several extra arrays in the in-core memory,
increasing quite seriously the code memory requirements.

On-line Floats trajectories

&namflo ! float parameters ("key_float")
|

In_rstflo = .false. ! float restart (T) or not (F)

nwritefl = 75 ! frequency of writing in float output file

nstockfl = 5475 ! frequency of creation of the float restart file

In_argo = false. ! Argo type floats (stay at the surface each 10 days)

In_flork4 = .false. ! trajectories computed with a 4th order Runge-Kutta (T)

! or computed with Blanke’ scheme (F)

The on-line computation of floats adevected either by the three dimensional velocity
field or constraint to remain at a given depth & 0 in the computation) have been
introduced in the system during the CLIPPER project. The algorithm used is based on the
work of ?. (see also the web site describing the off-line use of this marvellous diagnostic
tool (http ://stockage.univ-brest.fr/ grima/Ariane/).

Other Diagnostics

Aside from the standard model variables, other diagnostics can be computed on-line
or can be added to the model. The available ready-to-add diagnostics routines can be
found in directory DIA. Among the available diagnostics are :

- the mixed layer depth (based on a density criteriaigraxl.F9Q

- the turbocline depth (based on a turbulent mixing coefficient criterigiajr{xl.F90

- the depth of the 20 ° C isotherrdi@hth.F9Q

- the depth of the thermocline (maximum of the vertical temperature gradiéatk.F90Q

- the meridional heat and salt transports and their decompositiam{l.F9Q

- the surface pressurdiaspr.F9Q
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In order to establish the set of Primitive Equation in curviline@oordinatesi(e. an
orthogonal curvilinear coordinate in the horizontal andoordinate in the vertical), we
start from the set of equations establishe@d2rB.2 for the special case = z and thus
es = 1, and we introduce an arbitrary vertical coordinate- s(i, 7, z, t). Let us define
a new vertical scale factor by = 9z/0s (which now depends ofy, j, z,t)) and the
horizontal slope of-surfaces by :

1 0z
01 = — ——

- and oy = — —
er 01

(A.1)

S

The chain rule to establish the model equations in the curvilingaordinate system

is :
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In particular applying the time derivative chain rulezgrovides the expression for
ws, the vertical velocity of the—surfaces :

0z 0z Os Os
wszaszga:%a (A.3)

Continuity Equation

Using (A.2) and the fact that the horizontal scale factarandes do not depend
on the vertical coordinate, the divergence of the velocity relative toitle) coordinate
system is transformed as follows :

1 [0(equ) d(e1v) ow
.U = i
v €1e2 | o1 2 + 8] P + 0z
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e ey | 0P |, e3 o1 0s + 0j |, e3 o2 0s + Js 0z
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" eqen L 0P |, 9j |, es | Os a1 0s 29s
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NOtmg that61 ot s T e1 0i0s s ~ Os (el 8@“5) — 0Os and ex 0j s - 0s? It
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Here, w is the vertical velocity relative to the—coordinate system. Introducing
the dia-surface velocity component, defined as the velocity relative to the movigg
surfaces and normal to them :

W=wW—Ws— 01U — TV (A.4)

with w; given by (A.3), we obtain the expression for the divergence of the velocity in the
curvilinears-coordinate system :

1 [ D(eg ez u) d(erezv)]| | N 1 0w N 1 Owg

vV-U= €1€z2€e3 | 81 s+ 8] sl Zg% €3 88
1 [O(ezezu) derezv)|] 10w 1 0 Os
e eges i o1 s + dj N + e3 0s + e3 0s “s ot
1 (U] | deen|], 100 905 100
ereges i 01 s aj ] e30s 0s0t e30t Os

1 d(eze3u) d(erezv)| | +i87w+i%
e3 0s eg Ot

€1 €2 €3 01 3]

As a result, the continuity equation (2.1c) in theoordinates becomes :

i e3 Os

1 e 1 d(eg e3u)
€3 ot €1 €9 €3

}+ Low _, (A.5)

Momentum Equation

Let us consider (2.25), the first component of the momentum equation in the vector
invariant form (similar manipulations can be performed on the second component). Its
non-linear term can be transformed as follows :



174 Curvilinear s-Coordinate Equations
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Therefore, the non-linear terms of the momentum equation have the same form in
ands—coordinates but with the addition of the time derivative of the velocity :
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The pressure gradient term can be transformed as follows :

1 Op 1 [9dp er Op
_ bt ) I e B
poc1 0i|, poe1 | Oi|, e3 1os
1 0Op o1
= - o (=g pes) (A7)
poe1 01|,  poes3
1 9op| gp
= — | — =0
poe1 Oi|,  po

An additional term appears in (A.7) which accounts for the tilt of model levels.
Introducing (A.6) and (A.7) in (2.25) and regrouping the time derivative terms in the
left hand side, and performing the same manipulation on the second component, we obtain

the vector invariant form of the momentum equations intheoordinate :

1 0(esu) 1 0,45 1 Ou
—1a(p3+ph)+gpal+D3+Fg (A.8a)
e1 01 Do o
10 (esv 1 0 1 ov
_19 <ps “’h) + 9L+ DY+ FY (A8D)
e 0j Po Po

It has the same form as in the-coordinate but for the vertical scale factor that has
appeared inside the time derivative. The form of the vertical physics and forcing terms
remains unchanged. The form of the lateral physics is discussed in appendix B.

A.3 Tracer Equation

The tracer equation is obtained using the same calculation as for the continuity equa-
tion and then regrouping the time derivative terms in the left hand side :

10 (egT) 1 0 P
e3 Ot e1 663 | Di (62 €3 U) + a; (61 es ’U)

+ gj (ere3 Tw)| + DT + FT  (A.9)

The expression for the advection term is a straight consequence of (A.4), the expres-
sion of the 3D divergence in thecoordinates established above.
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Bl Appendix B : Diffusive Operators
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B.1 Horizontal/Vertical 2nd Order Tracer Diffusive Operators 177
B.2 Iso/diapycnal 2nd Order Tracer Diffusive Operators . . . . 180
B.3 Lateral/Vertical Momentum Diffusive Operators . . . . . . 181

Horizontal/Vertical 2nd Order Tracer Diffusive Ope-
rators

In the z-coordinate, the horizontal/vertical second order tracer diffusion operator is
given by :
Z) z

r_ 1 [0 (e g OT

b= i elA i
_A'_g ﬂAlTag
dj

e adj

)

In the s-coordinate, we defined the slopesse$urfacesg; andos by (ITTA.L1T
and the vertical/horizontal ratio of diffusion coefficient by= A"” /A", The diffusion
operator is given by :

d ( .o 0T
Z]+az<ATaz> (B.1)

1 0 —01
DT =V, [AlT R V\ST} whereR=| 0 1 oy (B.2)
—01 —03 €+ a% + 0%
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or in expanded form :

DT:e161263 cres A7 882(611 gs_zﬁ)s
+61€2AZT883(_;1 (ZS_Z g?s
+(e+ 0% +03) ;i) ] (8.3)

Equation (B.2) (or equivalently (B.3)) is obtained from (B.1) without any additional
assumption. Indeed, for the special case z and thuss = 1, we introduce an arbitrary
vertical coordinate = s(i, 7, z) as in Appendix A and use (A.1) and (A.2). Since no cross
horizontal derivativé);0; appears in (B.1), the &) and (j,z) planes are independent. The
derivation can then be demonstrated for the)(— (j,s) transformation without any loss
of generality :
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Noting that - % | = %91, it becomes :
S
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0 €201 gr oT
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using the same remark as just above, it becomes :
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Since the horizontal scale factors do not depend on the vertical coordinate, the last

term of the first line and the first term of the last line cancel, while the second line reduces
to a single vertical derivative, so it becomes :
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in other words, the horizontal Laplacian operator in the) plane takes the following

form :
ar( ) (e Y

. 1 8(@2?.)
b= €1 €2 €3 ( 8(3162')‘5 ) .
B.2 Iso/diapycnal 2nd Order Tracer Diffusive Operators

Os

The iso/diapycnal diffusive tensdt, expressed in the §,k) curvilinear coordinate
system in which the equations of the ocean circulation model are formulated, takes the
following form [?] :

AZT 1+ a% —a1a9 —aq
Al=—————+ | —ajas 1+ a% —ag
2 2
(1 + ai + a2) —ay —as e+ a% + a%

where @1, a2) are the isopycnal slopes in ) directions :

dp\ (Op -1 Op\ (Op -1
a1 = YA ) a2 = a7,
di ) \ Ok 85 ) \ 9k
In practice, the isopycnal slopes are generally less t6an in the ocean, sé, can
be simplified appreciably?] :
1 0 —ay
0 1 —ag

—a1 —ap ¢+ a}+a’

A| ~ AIT

The resulting isopycnal operator conserves the quantity and dissipates its square. The
demonstration of the first property is trivial as (B.2) is the divergence of fluxes. Let us
demonstrate the second one :

///TV (A\WVT) d ///VT (A\WVT) d

or\® _, oror  (orT ’
di “Coi ok T\ 9j

since

or _ OTN® (0T  IT
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the property becomes obvious.
The resulting diffusion operator incoordinate has the following form :

r_ 1 [Oo], (0T  edl
b _6162{8i Ah €1 82 (1163 6k:
0 618T elaT
— A —_ _ =
T [ h (62 5 ey 8k>] }

+ig Ah _ﬂai_%g+wa£
ez Ok e1 Ot es 0 €3 ok

It has to be emphasised that the simplification introduced, leads to a decoupling bet-
ween ¢,z) and (j,z) planes. The operator has therefore the same expression as (B.3), the
diffusion operator obtained for geopotential diffusion in theoordinate.

Lateral/Vertical Momentum Diffusive Operators

The second order momentum diffusion operator (Laplacian) inztheordinate is
found by applying (2.19¢), the expression for the Laplacian of a vector, to the horizontal
velocity vector :

AUh:V(V-Uh)—VX(VXUh)

, 19 19 (10du
1o 0] e Ok (?a?)
_ 1 ox _ 10 (_10ov) _ 10¢
- e gj es3 Ok e3 Ok e1 Ot
o 1L [0 (c2ou) _ 0 (_aow
3 eiex | 01 \ e3z Ok a7 e3 Ok
a (19
1ox 18 o% \ e ok
Tov  To 1 o (10
o o | e ok \ es ok
0 x 1 (0%(e2uw) n 92 (e v)
ok eres 010k 070k

Using (2.19b), the definition of the horizontal divergence, the third componant of the
second vector is obviously zero and thus :

10 (10U
AU, = — - ==
Un = Vi (x) = Vi x (¢) + T <63 % )
Note that this operator ensures a full separation between the vorticity and horizon-

tal divergence fields (see Appendix C). It is only equal to a Laplacian applied to each
component in Cartesian coordinates, not on the sphere.
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The horizontal/vertical second order (Laplacian type) operator used to diffuse hori-
zontal momentum in the-coordinate therefore takes the following form :

18(A”m 8Uh>

es Ok

o ok (B.4)

DV = v, (Alm x) — V), X (Alm ¢ k) n
that is, in expanded form :

10(AM™x) 10(A™¢) 1 0u

DY =— i L ou
Yoer O es  0j es Ok

d (Alm d (Alm
Dg:i ( .X)_'_i ( C)_i_i@
€9 0j e1 01 es Ok

Note Bene : introducing a rotation in (B.4) does not lead to a useful expression for
the iso/diapycnal Laplacian operator in theoordinate. Similarly, we did not found an
expression of practical use for the geopotential horizontal/vertical Laplacian operator in
the s-coordinate. Generally, (B.4) is used in bathand s-coordinate systems, that is a
Laplacian diffusion is applied on momentum along the coordinate directions.
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Conservation Properties on Ocean Dynamics

First, the boundary condition on the vertical velocity (no flux through the surface and
the bottom) is established for the discrete set of momentum equations. Then, it is shown
that the non-linear terms of the momentum equation are written such that the potential en-
strophy of a horizontally non-divergent flow is preserved while all the other non-diffusive
terms preserve the kinetic energy ; in practice the energy is also preserved. In addition, an
option is also offered for the vorticity term discretization which provides a total kinetic
energy conserving discretization for that term.

Nota Bene : these properties are established here in the rigid-lid case and for the
2nd order centered scheme. A forthcoming update will be their generalisation to the free
surface case and higher order scheme.

Bottom Boundary Condition on Vertical Velocity Field

The discrete set of momentum equations used in the rigid-lid approximation automa-
tically satisfies the surface and bottom boundary conditions (no flux through the surface
and the bottom wgy, face = Whottom = 0). Indeed, taking the discrete horizontal di-
vergence of the vertical sum of the horizontal momentum equations (!!!Egs. (11.2.1) and
(11.2.2) ') weighted by the vertical scale factors, it becomes :

0 0
a (Z X) = a (wsurface - wbottom)
k

:1{ 6i|:€2uHu<MuMu ! 5j[3t¢]>}

e1T €21 e3r H, ez,

1
+(5j |:61v H, <Mv - M, — mél [81 1/}}>:| }

S {—51- [@» [atw]} +6; [52- [at¢]] } =0

1T €21 €317

The surface boundary condition associated with the rigid lid approximatign f,c. =
0) is imposed in the computation of the vertical velocity (!!! 11.2.5!111). Therefore, it

turns out to be : 5

awbottom =0
As the bottom velocity is initially set to zero, it remains zero all the time. Symmetrically,
if wportom = 0 is used in the computation of the vertical velocity (upward integral of the
horizontal divergence), the same computation leads {9;... = 0 as soon as the surface
vertical velocity is initially set to zero.
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C.1.2 Coriolis and advection terms : vector invariant form
Vorticity Term

Potential vorticity is located af-points and defined as(jes;. The standard discrete
formulation of the relative vorticity term obviously conserves potential vorticity (ENS
scheme). It also conserves the potential enstrophy for a horizontally non-divergent flow
(i.e. x=0) but not the total kinetic energy. Indeed, using the symmetry or skew symmetry
properties of the operators (Egs (3.10) and (3.9)), it can be shown that :

/g/e3k.1vX(<kxuh) dv =0 (C.1)
D €3

wheredv = e; ey e3 di dj dk is the volume element. Indeed, using (5.1), the discrete form
of the right hand side of (C.1) can be transformed as follow :

/C/eg kiVX(CkXUh) dv
D €3

=Y L b e G|
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e ijt1)2 I it1/24
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Since™ andd operators commuted; ., [a'] = m”m

zontal divergence, it becomes :

, and introducing the hori-

_ 1/ ¢\ e ——it1j25412 _
=) —-|—=| e@arererx =0

Note that the derivation is demonstrated here for the relative potential vorticity but it
applies also to the planetary fes) and the total potential vorticity(¢ + f)/es). Ano-
ther formulation of the two components of the vorticity term is optionally offered (ENE
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scheme) :

—+1 2j
+L (¢fess) (eresnv)

_a< /esf) (e2u €3u u)

—CkXUhE

j+1/2"

This formulation does not conserve the enstrophy but it does conserve the total kinetic
energy. It is also possible to mix the two formulations in order to conserve enstrophy on
the relative vorticity term and energy on the Coriolis term.

/—Uh~(CkXUh) dv

. ¢ 7i+1/2‘7 ¢ 7]'4-1/21
= — | (e1pe3v) eauesutt — | —— | (eaues u) €1vE3uV
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= {(emezvv) /(€2u63uu)

0

Gradient of Kinetic Energy / Vertical Advection

The change of Kinetic Energy (KE) due to the vertical advection is exactly balanced
by the change of KE due to the horizontal gradient of KE :

1 oUy,
U, -V U2>dv:—/U w—= dy
/D h h<2 h b h" 8/{:

Indeed, using successively (3.9)( the skew symmetry property of tlieoperator) and
the incompressibility, then (3.9) again, then the commutativity of operatarsds, and
finally (3.10) ¢.e. the symmetry property of the operator) applied in the horizontal and
vertical directions, it becomes :

1
/uh-vh < u,ﬂ) dv
D
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(R S— :
=-— Z b {61T ey w /2 Ok+1/2 M} U €lu €2u E3u
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i7j7k

1 , k
+ ™ {€1T €97 w]+1/2(5k+1/2 [U]} V €1y €2y 3y }
v

_ ouy,
:—/thakdv
D

The main point here is that the satisfaction of this property links the choice of the dis-
crete formulation of the vertical advection and of the horizontal gradient of KE. Choosing
one imposes the other. For example KE can also be discretizle,dz@i2 + WQ). This
leads to the following expression for the vertical advection :

i+1/2,k

1 —i+1/2

1 w ouy, _ E1u €on €3y C1T 2T W 5k+1/2 [UH_ / }

o = J+1/2,k

€3 Ok — L eresrwd [ﬁj‘H/Q} /
10 oy €3, C1T €2T k+1/2

a formulation that requires an additional horizontal mean in contrast with the one used in
NEMO. Nine velocity points have to be used instead of 3. This is the reason why it has
not been chosen.

Coriolis and advection terms : flux form
Coriolis plus “metric” Term

In flux from the vorticity term reduces to a Coriolis term in which the Coriolis para-
meter has been modified to account for the “metric” term. This altered Coriolis parameter
is discretised at an f-point. It is given by :

1 dez der\ _ L ity —j41/2
“e (75 0T ) = I ey (0 sl —T )
The ENE scheme is then applied to obtain the vorticity term in flux form. It therefore
conserves the total KE. The derivation is the same as for the vorticity term in the vector
invariant form ¢C.1.2).

Flux form advection

The flux form operator of the momentum advection is evaluated using a centered
second order finite difference scheme. Because of the flux form, the discrete operator
does not contribute to the global budget of linear momentum. Because of the centered
second order scheme, it conserves the horizontal kinetic energy, that is :

/l)Uh-<g:EBZ§)dv:O (C.2)
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Let us demonstrate this property for the first term of the scalar productpnside-
ring just the the terms associated with the i-component of the advection) :

/u V- (Uu) dv
—Z{

1,5,k
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1,5k

When the UBS scheme is used to evaluate the flux form momentum advection, the
discrete operator does not contribute to the global budget of linear momentum (flux form).
The horizontal kinetic energy is not conserved, but forced to decaytfie scheme is
diffusive).

Hydrostatic Pressure Gradient Term

A pressure gradient has no contribution to the evolution of the vorticity as the curl of a
gradient is zero. In the-coordinate, this property is satisfied locally on a C-grid with 2nd
order finite differences (property (3.7)). When the equation of state is lingamfen
an advection-diffusion equation for density can be derived from those of temperature and
salinity) the change of KE due to the work of pressure forces is balanced by the change of
potential energy due to buoyancy forces :

/ Uhdv:/v'(pU)gz dv
D Po D
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This property can be satisfied in a discrete sense forbahds-coordinates. Indeed,
defining the depth of &-point, z7, as the sum of the vertical scale factorsuapoints
starting from the surface, the work of pressure forces can be written as :

1
/ - Vph Uh dv
D Po z
1 )
- { B (5”1/2 [ph} —90" 2 81y [ZT}) U €1y €2y €3y
o Po€lu
1,5,k
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(5j+1/2 {ph] —g ﬁj+1/25j+1/2 [ZT]> V €1y €20 €30 }
Po€2v

Using (3.9),i.c. the skew symmetry property of tldeoperator, (5.31), the continuity
equation), and (5.16), the hydrostatic equation instloeordinate, it becomes :
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noting that by definition ofr, dj11 /2 [27] = —e3w, thus
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Using (3.9), it becomes :

=97 ZT{@‘ |:62u €3y U Pl+1/2] + 6 [elv €3y U PJH/Q} + Op [61w62w w Pkﬂ/ﬂ }

Po ik

:—/DV-(pU)gz dv

Note that this property strongly constrains the discrete expression of both the depth of
T—points and of the term added to the pressure gradient istto®rdinate. Nevertheless,
it is almost never satisfied since a linear equation of state is rarely used.

Surface Pressure Gradient Term

The surface pressure gradient has no contribution to the evolution of the vorticity. This
property is trivially satisfied locally since the equation verified/dyas been derived from
the discrete formulation of the momentum equation and of the curl. But it has to be noted
that since the elliptic equation satisfied yis solved numerically by an iterative solver
(preconditioned conjugate gradient or successive over relaxation), the property is only
satisfied at the precision requested for the solver used.

With the rigid-lid approximation, the change of KE due to the work of surface pressure
forces is exactly zero. This is satisfied in discrete form, at the precision requested for the
elliptic solver used to solve this equation. This can be demonstrated as follows :

/—1Vh (ps) -Up dv = Z{ <—Mu 7 L d; [6t¢]) U €14y €2y €3u
D

e
Po ik u €2u

1
—M R
+ < v + Hv 1o 5% [81?1/}}) U €19 €29 €3v }

u

+ <—MU + Hv 9 O] ) <Z’U €3v> €1y €2y }

using the relation between and the vertical sum of the velocity, it becomes :

= Z{ < M, + H1€26j [&ﬂ,b]) e1u 0 (O]
7;7], u u

1
H, ey

= sz:{ (—Mu - % [0¢)] > (Zu 63u> €1u €2y

i <Mv + 5; [8@}) e2v 07 [041)] }
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applying the adjoint of thé operator, it is now :

=> -0 { 04172 [e1uMu] — 051/ [e10My)]
i

€2y €lu
+ dit1/2 [H 262 0 [&elﬂ} +dj41/2 [Hle(Sj [&ﬂﬂ] }

2u

Il
o

The last equality is obtained using (5.22), the discrete barotropic streamfunction time
evolution equation. By the way, this shows that (5.22) is the only way to compute the
streamfunction, otherwise the surface pressure forces will do work. Nevertheless, since
the elliptic equation satisfied hyis solved numerically by an iterative solver, the property
is only satisfied at the precision requested for the solver.

Conservation Properties on Tracers

All the numerical schemes used in NEMO are written such that the tracer content is
conserved by the internal dynamics and physics (equations in flux form). For advection,
only the CEN2 scheme.¢. 2" order finite different scheme) conserves the global va-
riance of tracer. Nevertheless the other schemes ensure that the global variance decreases
(i.e. they are at least slightly diffusive). For diffusion, all the schemes ensure the decrease
of the total tracer variance, except the iso-neutral operator. There is generally no strict
conservation of mass, as the equation of state is non linear with respBand .S. In
practice, the mass is conserved to a very high accuracy.

Advection Term

Whatever the advection scheme considered it conserves of the tracer content as all the
scheme are written in flux form. Letbe the tracer interpolated at velocity point (whatever
the interpolation is). The conservation of the tracer content is obtained as follows :

V- (TU) dv
D

1
= { (8; [e2u €3u w Ty] + 6 [e1v €30 ¥ Ty])
X €17 €2T €3T

1
+ 75]9 [w 7’] €17 €27 €37
€sr

= Z {&' [€2u eguTiH/z u} +9; {elv e3u TJ'+1/2 v] s [61T €2TTI<;+1/2 w”
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The conservation of the variance of tracer can be achieved only with the CEN2 scheme.
It can be demonstarted as follows :

/TV-(TU) dv

D
= Z T {61 [62u €3uTi+1/2 U:| + 5] |:€1v 63’UTj+1/2 U:| + 0k [€1T 62TTk+1/2w:| }
Z'7j7k
—i+1/2 =7+1/2
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i’j’k

1
Ei Z TQ{(Si [egu €3y U] + (5]‘ [elv €3v U] -+ 5k [61T eor w]} =0
/Z:7j7k

Conservation Properties on Lateral Momentum Phy-
sics

The discrete formulation of the horizontal diffusion of momentum ensures the conser-
vation of potential vorticity and the horizontal divergence, and the dissipation of the square
of these quantities (i.e. enstrophy and the variance of the horizontal divergence) as well as
the dissipation of the horizontal kinetic energy. In particular, when the eddy coefficients
are horizontally uniform, it ensures a complete separation of vorticity and horizontal di-
vergence fields, so that diffusion (dissipation) of vorticity (enstrophy) does not generate
horizontal divergence (variance of the horizontal divergence varedversa

These properties of the horizontal diffusion operator are a direct consequence of pro-
perties (3.7) and (3.8). When the vertical curl of the horizontal diffusion of momentum
(discrete sense) is taken, the term associated with the horizontal gradient of the divergence
is locally zero.

Conservation of Potential Vorticity

The lateral momentum diffusion term conserves the potential vorticity :

/;k'VX [vh(Almx)—th (Almck)} dv =0
D

:/—1k-v>< [th (A“"Ckﬂ dv
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D
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—Z{ z+1/2[ 3v5 [Af eszH + 051172 [%% [A}meszH}

Using (3.9), it follows :

C.3.2 Dissipation of Horizontal Kinetic Energy

The lateral momentum diffusion term dissipates the horizontal kinetic energy :

/Duh.[vh (Alm X) VA (Almgkﬂ dv

1 1
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{ y+1/2 X} + ! i [A,lvme?,fC]} €1y €2y €3y U
€1v €3v

{e €3y U ;112 [Almx} — €1y U 9 [A]lfmGSf(} }

4

{ew €3u U 04172 [A X} + e, v 0; [Af 63f§] }

= Z — (51 [62u €3y U] + 5]' [elv €3v U]) AleX

i7j7k

- <5i+1/2 [e20 V] = 0j41/2 [€14 u]) Afes5C

EZ —AIm % ey7 ear e3r — A,lcm (Peipespesp <0
i’j’k



194 Discrete Invariants of the Equations

C.3.3 Dissipation of Enstrophy

The lateral momentum diffusion term dissipates the enstrophy when the eddy coeffi-
cients are horizontally uniform :

/gk-vX [vh(AlmX)—vhx(Almgk)] dv
D

:Alm/g“k'Vx[th(Ck)] dv

= AlmZC €3f{ i+1/2 [ 2;)31, kiﬁfﬂ} + 851172 [621:3“5]' [esfd}}

1,5,k

Using (3.9), it follows :

5 2
1
= _Alm Zj;ﬂ { (elv - erd) €1y €2y €3v + <62u -~ 0; [€3f<]> €lu €2u 63“}

<0

C.3.4 Conservation of Horizontal Divergence
When the horizontal divergence of the horizontal diffusion of momentum (discrete

sense) is taken, the term associated with the vertical curl of the vorticity is zero locally,

dueto (!!111.1.8!11111). The resulting term conserves theand dissipateg? when the
eddy coefficients are horizontally uniform.

/vh- [vh (Alm x) VA (Alm ¢ k)}dv - /vh VY, (Alm x) dv
D D
= Z { [Alm Cou igu 5z+1/2 [X]] + 5j [Aimelzzi%fsjﬂ/z [X@ }

1,5,k

Using (3.9), it follows :

€2y €3y m €1v €3v m _
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C.3.5 Dissipation of Horizontal Divergence Variance

/th- [vh(AlmX)—vhx (Almgk)} dv:Alm/th-vh(X) dv

D D

= Alm €24 €3y €1y €3v
= Z . G1T €T €3T {6i [m6i+1/2 [X]] +9j [%5j+1/2 [X]] } €1T €27 €3T

Using (3.9), it turns out to be :
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C.4 Conservation Properties on Vertical Momentum Phy-
sics

As for the lateral momentum physics, the continuous form of the vertical diffusion
of momentum satisfies several integral constraints. The first two are associated with the
conservation of momentum and the dissipation of horizontal kinetic energy :

1 0 (A"™ 0Uy >
- = =) d =0
/63 8]{}( €3 6k> v
D

and

1 9 (A"™ 0Uy
U, . — d <
/ h e;;@k‘( es ak> v =0
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The first property is obvious. The second results from :
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since the horizontal scale factor does not depend, drfollows :

A’Um A'Um
= —Z < (5k+1/2[ })2 €1y €2y + ev (5k+1/2 [U])2 €1y 621}) <0

ik €3uw 3vw

The vorticity is also conserved. Indeed :
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If the vertical diffusion coefficient is uniform over the whole domain, the enstrophy is
dissipated;.e.

1 0 (A"™ 0Uy B
D
This property is only satisfied is-coordinates :
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A'Um
= ZC €3f{ 75/% [ o Okt1/2 [0i1/2 [e20 v]]]

= €3v
1,9,k
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Skr1/2 [0541/2 [eru u]ﬂ }
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Using the fact that the vertical diffusion coefficients are uniform, and thaiinordinate,
the vertical scale factors do not depend:i@ndj so that :e3; = e3, = e3, = e3r and
€3w = €3uw = €3vw, It follows :
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1,5,k
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Similarly, the horizontal divergence is obviously conserved :

[o (5 () o

and the square of the horizontal divergence decreadseshe horizontal divergence is
dissipated) if the vertical diffusion coefficient is uniform over the whole domain :

1 0 [A"™ 9Uy B
/Xv'<638k(63 8k>> dv=0
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This property is only satisfied in thecoordinate :

1 0 (A"™ 0Uy
/XV <€3 8k:< €3 8]47)) dv
D




C.5

198 Discrete Invariants of the Equations

eou A’Um
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Conservation Properties on Tracer Physics

The numerical schemes used for tracer subgridscale physics are written such that the
heat and salt contents are conserved (equations in flux form, second order centered finite
differences). Since a flux form is used to compute the temperature and salinity, the qua-
dratic form of these quantities (i.e. their variance) globally tends to diminish. As for the
advection term, there is generally no strict conservation of mass, even if in practice the

mass is conserved to a very high accuracy.
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C.5.1 Conservation of Tracers

constraint of conservation of tracers :

/V-(AVT) v
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In fact, this property simply results from the flux form of the operator.

C.5.2 Dissipation of Tracer Variance

constraint on the dissipation of tracer variance :
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