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Abstract / Resung

The ocean engine of NEMO (Nucleus for European Modelling of the Ocean) is a pri-
mitive equation model adapted to regional and global ocean circulation problems. It is
intended to be a flexible tool for studying the ocean and its interactions with the others
components of the earth climate system (atmosphere, sea-ice, biogeochemical tracers, ...)
over a wide range of space and time scales. Prognostic variables are the three-dimensional
velocity field, a linear or non-linear sea surface height, the temperature and the salinity.
In the horizontal direction, the model uses a curvilinear orthogonal grid and in the verti-
cal direction, a full or partial step-coordinate, os-coordinate, or a mixture of the two.

The distribution of variables is a three-dimensional Arakawa C-type grid. Various phy-
sical choices are available to describe ocean physics, including TKE and KPP vertical
physics. Within NEMO, the ocean is interfaced with a sea-ice model (LIM v2 and v3),
passive tracer and biogeochemical models (TOP) and, via the OASIS coupler, with several
atmospheric general circulation models.

Le moteur oéanique de NEMO (Nucleus for European Modelling of the Ocean) est
un mockle auxéquations primitives de la circulation@anique egionale et globale. Il se
veut un outil flexible pougtudier sur un vaste spectre spatiotemporeldatet ses in-
teractions avec les autres composantes désystlimatique terrestre (atmogph, glace
de mer, traceurs bi@pchimiques...). Les variables pronostiques sont le champ tridimen-
sionnel de vitesse, une hauteur de la megdine ou non, la temperature et la saénit
La distribution des variables se fait sur une grille C d’Arakawa tridimensionnelle utili-
sant une coordor@e verticalez a niveaux entiers ou partiels, ou une coordams, ou
encore une combinaison des deux. Biéints choix sont propés pour écrire la phy-
sigue o@anique, incluant notamment des physiques verticales TKE et KPP. A travers
I'infrastructure NEMO, I'o&an est interfazavec un moele de glace de mer, des nidels
biogéochimiques et de traceur passif, et, via le coupleur OAB3usieurs mogles de
circulation gerérale atmospérique.






Disclaimer

Like all components of NEMO, the ocean component is developed under the CECILL
license, which is a French adaptation of the GNU GPL (General Public License). Anyone
may use it freely for research purposes, and is encouraged to communicate back to the
NEMO team its own developments and improvements. The model and the present do-
cument have been made available as a service to the community. We cannot certify that
the code and its manual are free of errors. Bugs are inevitable and some have undoub-
tedly survived the testing phase. Users are encouraged to bring them to our attention. The
author assumes no responsibility for problems, errors, or incorrect usage of NEMO.

NEMO reference in papers and other publications is as follows :
Madec, G., and the NEMO team, 2008 : NEMO ocean engimwe du Ple de

mocklisation Institut Pierre-Simon Laplace (IPSL), France, No 27, ISSN No 1288-1619.

Additional information can be found on http ://www.nemo-ocean.eu/






B Introduction

The Nucleus for European Modelling of the OceBfEMO) is a framework of ocean
related engines, namely OPAor the ocean dynamics and thermodynamics, £ idr
the sea-ice dynamics and thermodynamics, Y@ the biogeochemistry (both trans-
port (TRP) and sources minus sinks (LOBSTER, PISCHSs intended to be a flexible
tool for studying the ocean and its interactions with the other components of the earth
climate system (atmosphere, sea-ice, biogeochemical tracers, ...) over a wide range of
space and time scales. This documentation provides information about the physics repre-
sented by the ocean componentNEMO and the rationale for the choice of numerical
schemes and the model design. More specific information about running the model on
different computers, or how to set up a configuration, are found oNEMO web site
(www.locean-ipsl.upmc.fr/NEMO).

The ocean component BMEMOhas been developed from the OPA model, release 8.2,
described ir?. This model has been used for a wide range of applications, both regional or
global, as a forced ocean model and as a model coupled with the atmosphere. A complete
list of references is found on tidEMOweb site.

This manual is organised in as follows. Chap®epresents the model basicse.
the equations and their assumptions, the vertical coordinates used, and the subgrid scale
physics. This part deals with the continuous equations of the model (primitive equations,
with potential temperature, salinity and an equation of state). The equations are written
in a curvilinear coordinate system, with a choice of vertical coordinates £, with the
rescaled height coordinate formulatipt) or s*). Momentum equations are formulated in
the vector invariant form or in the flux form. Dimensional units in the meter, kilogram,

10PA = Oan PAralkklise

2LIM= Louvain)la-neuve Ice Model

3TOP = Tracer in the Ocean Paradigm

4Both LOBSTER and PISCES are not acronyms just name
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second (MKS) international system are used throughout.

The following chapters deal with the discrete equations. Chdpteesents the space
and time domain. The model is discretised on a staggered grid (Arakawa C grid) with mas-
king of land areas and uses a Leap-frog environment for time-stepping. Vertical discreti-
sation used depends on both how the bottom topography is represented and whether the
free surface is linear or not. Full step or partial stepoordinate or- (terrain-following)
coordinate is used with linear free surface (level position are then fixed in time). In non-
linear free surface, the corresponding rescaled height coordinate formulztion g*)
is used (the level position then vary in time as a function of the sea surface heigh). The
following two chaptersq and6) describe the discretisation of the prognostic equations
for the active tracers and the momentum. Explicit, split-explicit and implicit free surface
formulations are implemented as well as rigid-lid case. A number of numerical schemes
are available for momentum advection, for the computation of the pressure gradients, as
well as for the advection of tracers (second or higher order advection schemes, including
positive ones).

Surface boundary conditions (chap®rcan be implemented as prescribed fluxes, or
bulk formulations for the surface fluxes (wind stress, heat, freshwater). The model allows
penetration of solar radiation There is an optional geothermal heating at the ocean bottom.
Within the NEMO system the ocean model is interactively coupled with a sea ice model
(LIM) and with biogeochemistry models (PISCES, LOBSTER). Interactive coupling to
Atmospheric models is possible via the OASIS couphr [

Other model characteristics are the lateral boundary conditions (cHgpt&tobal
configurations of the model make use of the ORCA tripolar grid, with special north fold
boundary condition. Free-slip or no-slip boundary conditions are allowed at land bounda-
ries. Closed basin geometries as well as periodic domains and open boundary conditions
are possible.

Physical parameterisations are described in chaptansl10. The model includes an
implicit treatment of vertical viscosity and diffusivity. The lateral Laplacian and biharmo-
nic viscosity and diffusion can be rotated following a geopotential or neutral direction.
There is an optional eddy induced velociff} fvith a space and time variable coefficient
?. The model has vertical harmonic viscosity and diffusion with a space and time variable
coefficient, with options to compute the coefficients watl?, or ? mixing schemes.

Specific online diagnostics (not documented yet) are available in the model : output
of all the tendencies of the momentum and tracers equations, output of tracers tendencies
averaged over the time evolving mixed layer.

The model is implemented indRTRAN 90, with preprocessing (C-pre-processor). It
runs under UNIX. It is optimized for vector computers and parallelised by domain de-
composition with MPI. All input and output is done in NetCDF (Network Common Data
Format) with a optional direct access format for output. To ensure the clarity and reada-
bility of the code it is necessary to follow coding rules. The coding rules for OPA include
conventions for naming variables, with different starting letters for different types of va-
riables (real, integer, parameter...). Those rules are presented in a document available on
the NEMOweb site.



The model is organized with a high internal modularity based on physics. For example,
each trendi(e., a term in the RHS of the prognostic equation) for momentum and tra-
cers is computed in a dedicated module. To make it easier for the user to find his way
around the code, the module names follow a three-letter rule. For exanaglep.F90is
a module related to the TRAcers equation, computing the DaMPing. The complete list of
module names is presented in AppenDixFurthermore, modules are organized in a few
directories that correspond to their category, as indicated by the first three letters of their
name.

The manual mirrors the organization of the model. After the presentation of the conti-
nuous equations (Chapt@y, the following chapters refer to specific terms of the equations
each associated with a group of modules .

Chapted | DOM | model DOMain
Chapter5 | TRA | TRAcer equations (potential temperature and salinity)
Chapter6 | DYN | DYNamic equations (momentum)
Chapter7 | SBC | Surface Boundary Conditions
Chapter8 | LBC | Lateral Boundary Conditions
Chapter9 | LDF | Lateral DiFfusion (parameterisations)
ChapterlO | ZDF | Vertical DiFfusion

Chapterl3 | ... Miscellaneous topics

In the current release (v3.0), the LBC directory does not yet exist. When created
LBC will contain the OBC directory (Open Boundary Condition), and ltngnk.F9Q
mppini.F90andlib_mpp.F90modules.

Nota Bene :

OPA, like all research tools, is in perpetual evolution. The present document describes
the OPA version include in the release 3.2 of NEMO. This release differs significantly
from version 8, documented th The main modifications are :

(2) transition to full native BRTRAN 90, deep code restructuring and drastic reduction of
CPP keys;

(2) introduction of partial step representation of bottom topografhy [

(3) partial reactivation of a terrain-following vertical coordinate énd hybrids-z) with

the addition of several options for pressure gradient computation

(4) more choices for the treatment of the free surface : full explicit, split-explicit and
filtered.

(5) suppression of the rigid-lid option ;

SPartial support ok-coordinate : there is presently no support for neutral physics ito-
ordinate and for the new options for horizontal pressure gradient computation with a non-linear
equation of state.
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(6) non linear free surface option (associated with the rescaled height coorfimats) ;
(6) additional schemes for vector and flux forms of the momentum advection;
(7) additional advection schemes for tracers;;
(8) implementation of the AGRIF package (Adaptative Grid RefinementdRTRAN)
[
(9) online diagnostics : tracers trend in the mixed layer and vorticity balance ;
(20) rewriting of the I/O management with the use of an I/O server;
(11) generalized ocean-ice-atmosphere-CO2 coupling interface, interfaced with OASIS 3
coupler.
(12) surface module (SBC) that simplify the way the ocean is forced and include two
bulk formulea (CLIO and CORE) and which includes an on-the-fly interpolation of input
forcing fields
(13) introduction of LIM 3, the new Louvain-la-Neuve sea-ice model (C-grid rheology
and new thermodynamics including bulk ice salinit9y]

In addition, several minor modifications in the coding have been introduced with the
constant concern of improving performance on both scalar and vector computers.
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2.1 Primitive Equations

2.1.1 Vector Invariant Formulation

The ocean is a fluid that can be described to a good approximation by the primitive
equationsi.e. the Navier-Stokes equations along with a nonlinear equation of state which
couples the two active tracers (temperature and salinity) to the fluid velocity, plus the
following additional assumptions made from scale considerations :

(1) spherical earth approximatiorthe geopotential surfaces are assumed to be spheres
so that gravity (local vertical) is parallel to the earth’s radius

(2) thin-shell approximation the ocean depth is neglected compared to the earth’s
radius

(3) turbulent closure hypothesigshe turbulent fluxes (which represent the effect of
small scale processes on the large-scale) are expressed in terms of large-scale features

(4) Boussinesq hypothesislensity variations are neglected except in their contribu-
tion to the buoyancy force

(5) Hydrostatic hypothesisthe vertical momentum equation is reduced to a balance
between the vertical pressure gradient and the buoyancy force (this removes convective
processes from the initial Navier-Stokes equations and so convective processes must be
parameterized instead)

(6) Incompressibility hypothesisthe three dimensional divergence of the velocity
vector is assumed to be zero.

Because the gravitational force is so dominant in the equations of large-scale mo-
tions, it is useful to choose an orthogonal set of unit vecigr&) linked to the earth such
thatk is the local upward vector andj) are two vectors orthogonal o, i.e. tangent
to the geopotential surfaces. Let us define the following variablehe vector velocity,

U = U, +wk (the subscript denotes the local horizontal vectég. over the {,j) plane),

T the potential temperaturé,the salinity,p thein situdensity. The vector invariant form

of the primitive equations in thd j,k) vector system provides the following six equa-
tions (namely the momentum balance, the hydrostatic equilibrium, the incompressibility
equation, the heat and salt conservation equations and an equation of state) :

8;h=_ (VxU)xUJr%V(UZ) —fkx Uy - ~V,p+ DY+ FY (21a)
h Po
)
a*p:_pg (2.1b)
V4

V-U=0 (2.1c)
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oT

5 = V- (TU) + DT + FT (2.1d)
% = -V-(SU)+ D%+ F° (2.1e)
p=p(T,5,p) (2.1)

whereV is the generalised derivative vector operatofiifj, k) directions¢ is the time 2

is the vertical coordinate, is thein situ density given by the equation of sta®1{), p, is

a reference density,the pressuref = 22 - k is the Coriolis acceleration (whefeis the
Earth’s angular velocity vector), ands the gravitational acceleratiomV, D” and D*

are the parameterisations of small-scale physics for momentum, temperature and salinity,
andFY, FT andF® surface forcing terms. Their nature and formulation are discussed in
§2.5and page&2.1.2

Boundary Conditions

An ocean is bounded by complex coastlines, bottom topography at its base and an
air-sea or ice-sea interface at its top. These boundaries can be defined by two surfaces,
z = —H(i,j)andz = n(i, j, k,t), whereH is the depth of the ocean bottom ands
the height of the sea surface. Bath andn are usually referenced to a given surface,

z = 0, chosen as a mean sea surface (Rid.2. Through these two boundaries, the
ocean can exchange fluxes of heat, fresh water, salt, and momentum with the solid earth,
the continental margins, the sea ice and the atmosphere. However, some of these fluxes are
so weak that even on climatic time scales of thousands of years they can be neglected. In
the following, we briefly review the fluxes exchanged at the interfaces between the ocean
and the other components of the earth system.

Land - ocean interface : the major flux between continental margins and the ocean is
a mass exchange of fresh water through river runoff. Such an exchange modifies
the sea surface salinity especially in the vicinity of major river mouths. It can be
neglected for short range integrations but has to be taken into account for long term
integrations as it influences the characteristics of water masses formed (especially
at high latitudes). It is required in order to close the water cycle of the climate
system. It is usually specified as a fresh water flux at the air-sea interface in the
vicinity of river mouths.

Solid earth - ocean interface : heat and salt fluxes through the sea floor are small, ex-
cept in special areas of little extent. They are usually neglected in the rhotie

n fact, it has been shown that the heat flux associated with the solid Earth coodiriye(
geothermal heating) is not negligible for the thermohaline circulation of the world ocean (see
5.4.3.
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2 g

[, ]

FIG. 2.1 — The ocean is bounded by two surfaces= —H(i,j) andz =
n(i, j, k,t), where H is the depth of the sea floor andthe height of the sea
surface. BothH{ andy are referenced te = 0.

boundary condition is thus set to no flux of heat and salt across solid boundaries.
For momentum, the situation is different. There is no flow across solid boundaries,
i.e. the velocity normal to the ocean bottom and coastlines is zero (in other words,
the bottom velocity is parallel to solid boundaries). This kinematic boundary condi-
tion can be expressed as :

w = —Uh : Vh (H) (2.2)

In addition, the ocean exchanges momentum with the earth through frictional pro-
cesses. Such momentum transfer occurs at small scales in a boundary layer. It must
be parameterized in terms of turbulent fluxes using bottom and/or lateral boundary
conditions. Its specification depends on the nature of the physical parameterisation
used forDV in (2.19. It is discussed i2.5.1, page30.

Atmosphere - ocean interface :the kinematic surface condition plus the mass flux of
fresh water PE (the precipitation minus evaporation budget) leads to :

w:f+Uh|: -Vh(n)—l-P—E (2.3)

The dynamic boundary condition, neglecting the surface tension (which removes
capillary waves from the system) leads to the continuity of pressure across the
interfacez = 7. The atmosphere and ocean also exchange horizontal momentum
(wind stress), and heat.

Sea ice - ocean interface the ocean and sea ice exchange heat, salt, fresh water and
momentum. The sea surface temperature is constrained to be at the freezing point
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at the interface. Sea ice salinity is very low § — 6 psu) compared to those of the
ocean { 34 psu). The cycle of freezing/melting is associated with fresh water and
salt fluxes that cannot be neglected.
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The Horizontal Pressure Gradient

Pressure Formulation

The total pressure at a given deptlis composed of a surface presspieat a refe-
rence geopotential surface € 0) and a hydrostatic pressupg such that p(i, j, k,t) =
ps(i,7,t) + pr(i, 7, k, t). The latter is computed by integrating. {b), assuming that pres-
sure in decibars can be approximated by depth in mete®sif).(The hydrostatic pressure

is then given by :
<=0

pn (6,7, 2,t) = / gp(T,S,¢) ds (2.4)
=z

Two strategies can be considered for the surface pressure terintroduce of a new

variablen, the free-surface elevation, for which a prognostic equation can be established

and solved {b) assume that the ocean surface is a rigid lid, on which the pressure (or its

horizontal gradient) can be diagnosed. When the former strategy is used, one solution of

the free-surface elevation consists of the excitation of external gravity waves. The flow

is barotropic and the surface moves up and down with gravity as the restoring force.

The phase speed of such waves is high (some hundreds of metres per second) so that

the time step would have to be very short if they were present in the model. The latter

strategy filters out these waves since the rigid lid approximation implieso, i.e. the

sea surface is the surface= 0. This well known approximation increases the surface

wave speed to infinity and modifies certain other longwave dynanaigs ljarotropic

Rossby or planetary waves). The rigid-lid hypothesis is an obsolescent feature in modern

OGCMs. It has been available until the release 3.lBMO, and it has been removed in

release 3.2 and followings. Only the free surface formulation is now described in the this

document (see the next sub-section).

Free Surface Formulation

In the free surface formulation, a variable the sea-surface height, is introduced
which describes the shape of the air-sea interface. This variable is solution of a prognostic
equation which is established by forming the vertical average of the kinematic surface
condition .2) :

on —
a:—D+P—E whereD =V - [(H +1n) Uy, | (2.5)
and using 2.1b) the surface pressure is given by;:= pgn.

Allowing the air-sea interface to move introduces the external gravity waves (EGWSs)
as a class of solution of the primitive equations. These waves are barotropic because of
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hydrostatic assumption, and their phase speed is quite high. Their time scale is short with
respect to the other processes described by the primitive equations.

Two choices can be made regarding the implementation of the free surface in the
model, depending on the physical processes of interest.

e If one is interested in EGWSs, in particular the tides and their interaction with the
baroclinic structure of the ocean (internal waves) possibly in shallow seas, then a non
linear free surface is the most appropriate. This means that no approximation is made in
(2.5 and that the variation of the ocean volume is fully taken into account. Note that in
order to study the fast time scales associated with EGWSs it is necessary to minimize time
filtering effects (use an explicit time scheme with very small time step, or a split-explicit
scheme with reasonably small time step, $&&.10r §6.5.2

¢ If one is not interested in EGW but rather sees them as high frequency noise, it
is possible to apply an explicit filter to slow down the fastest waves while not altering
the slow barotropic Rossby waves. If further, an approximative conservation of heat and
salt contents is sufficient for the problem solved, then it is sufficient to solve a linearized
version of @.5), which still allows to take into account freshwater fluxes applied at the
ocean surface?].

The filtering of EGWSs in models with a free surface is usually a matter of discre-
tisation of the temporal derivatives, using the time splitting met®38l ¢r the implicit
scheme?]. In NEMO, we use a slightly different approach develope®byhe damping
of EGWs is ensured by introducing an additional force in the momentum equéai@g. (
becomes :

ou _ ~

({Tth =M-—gV(pn) —gTV(pm) (2.6)
whereT., is a parameter with dimensions of time which characterizes the foreey/p,
is the dimensionless density, aMi represents the collected contributions of the Coriolis,
hydrostatic pressure gradient, non-linear and viscous tern2sig (

The new force can be interpreted as a diffusion of vertically integrated volume flux
divergence. The time evolution @ is thus governed by a balance of two termg, A 7
andg T. A D, associated with a propagative regime and a diffusive regime in the temporal
spectrum, respectively. In the diffusive regime, the EGWs no longer propagatiey
are stationary and damped. The diffusion regime applies to the modes shortéx.tRan
longer ones, the diffusion term vanishes. Hence, the temporally unresolved EGWs can
be damped by choosiff. > At. ? demonstrate tha®(6) can be integrated with a leap
frog scheme except the additional term which has to be computed implicitly. This is not
surprising since the use of a large time step has a necessarily numerical cost. Two gains
arise in comparison with the previous formulations. Firstly, the damping of EGWs can be
quantified through the magnitude of the additional term. Secondly, the numerical scheme
does not need any tuning. Numerical stability is ensured as sdbn:asit.

When the variations of free surface elevation are small compared to the thickness of
the first model layer, the free surface equatiddb) can be linearized. As emphasizedby
the linearization of2.5) has consequences on the conservation of salt in the model. With
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the nonlinear free surface equation, the time evolution of the total salt content is

at/de—/S ———D+P E) ds 2.7)

whereS is the salinity, and the total salt is integrated over the whole ocean valdyne
bounded by the time-dependent free surface. The right hand side (which is an integral
over the free surface) vanishes when the nonlinear equatidhni¢ satisfied, so that the

salt is perfectly conserved. When the free surface equation is lineafizéayw that the

total salt content integrated in the fixed volue(bounded by the surface = 0) is no

longer conserved :
on
= 2.
g /Sd /S —ds (2.8)

The right hand side ofX8) is small in equilibrium solutions?]. It can be significant
when the freshwater forcing is not balanced and the globally averaged free surface is
drifting. An increase in sea surface heightesults in a decrease of the salinity in the
fixed volumeD. Even in that case though, the total salt integrated in the variable volume
D,, varies much less, sincé.g) can be rewritten as

0 0 oS
&S/dezat /de+/5nd8 :/ Eds (2.9)
Dn D S

S

Although the total salt content is not exactly conserved with the linearized free sur-
face, its variations are driven by correlations of the time variation of surface salinity with
the sea surface height, which is a negligible term. This situation contrasts with the case
of the rigid lid approximation in which case freshwater forcing is represented by a virtual
salt flux, leading to a spurious source of salt at the ocean sur?&e |
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2.3 Curvilinear z-coordinate System

2.3.1 Tensorial Formalism

In many ocean circulation problems, the flow field has regions of enhanced dyna-
mics (.e. surface layers, western boundary currents, equatorial currents, or ocean fronts).
The representation of such dynamical processes can be improved by specifically increa-
sing the model resolution in these regions. As well, it may be convenient to use a lateral
boundary-following coordinate system to better represent coastal dynamics. Moreover,
the common geographical coordinate system has a singular point at the North Pole that
cannot be easily treated in a global model without filtering. A solution consists of introdu-
cing an appropriate coordinate transformation that shifts the singular point ont@@nd [

As a consequence, it is important to solve the primitive equations in various curvilinear
coordinate systems. An efficient way of introducing an appropriate coordinate transform
can be found when using a tensorial formalism. This formalism is suited to any multidi-
mensional curvilinear coordinate system. Ocean modellers mainly use three-dimensional
orthogonal grids on the sphere (spherical earth approximation), with preservation of the
local vertical. Here we give the simplified equations for this particular case. The general
case is detailed by in their survey of the conservation laws of fluid dynamics.

Let (i,j,k) be a set of orthogonal curvilinear coordinates on the sphere associated with
the positively oriented orthogonal set of unit vectdtgK) linked to the earth such that
k is the local upward vector andlj) are two vectors orthogonal tq i.e. along geopo-
tential surfaces (Fig-3.1). Let (), ¢, z) be the geographical coordinate system in which
a position is defined by the latitudg(i, j), the longitude\(i, 7) and the distance from
the centre of the earth + z(k) wherea is the earth’s radius andthe altitude above a
reference sea level (F@&3.1). The local deformation of the curvilinear coordinate system
is given byeq, e; andegs, the three scale factors :

- 11/2

2 2
e1 = (a+2) (gj cosgo) + (gf)

- 11/2

2 2
es = (a+ 2) <?)j cos g0> + (?9?) (2.10)

_ (9
<=\ ok
Since the ocean depth is far smaller than the earth’s radidusz, can be replaced
by a in (2.10 (thin-shell approximation). The resulting horizontal scale factgre- are

independent of while the vertical scale factor is a single functionfofisk is parallel
to z. The scalar and vector operators that appear in the primitive equations ZEgptd
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FIG. 2.2 — the geographical coordinate systemy, z) and the curvilinear coor-
dinate systemifj k).

(2.11)) can be written in the tensorial form, invariant in any orthogonal horizontal curvili-
near coordinate system transformation :

19g. 19q. 10q

V=6 T ha Y ok N
. 1 8 (62 al) 8 (61 ag) i %
v A - €1 e [ 8Z + 6] * €3 8]{ (2.11b)
N 1 8a3 1 aag . 1 6a1 1 8a3 .
VXA = |:62 a] €3 8k] ! |:63 ok €1 i :| (2 11C)
1 8 (62@2) _ 8 (610,1) k '
e1es o1 dj
Aqg=V-(Vq) (2.11d)
AA =V (V-A) -V x(VxA) (2.11e)

whereq is a scalar quantity and = (a1, a2,a3) a vector in the(s, j, k) coordinate
system.
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2.3.2 Continuous Model Equations

In order to express the Primitive Equations in tensorial formalism, it is necessary to
compute the horizontal component of the non-linear and viscous terms of the equation
using €.113) to (2.119. Let us setd = (u, v, w) = Uy +w Kk, the velocity in thei, j, k)
coordinate system and define the relative vorti¢ignd the divergence of the horizontal
velocity field x, by :

1 [0(eav) O(eru)
" ele [ oi  0j ] (212
1 [O(eaqu) | O(e1v)
" eren [ 0i + aj } (2.13)

Using the fact that the horizontal scale facter@ande, are independent df and that
es is a function of the single variable, the nonlinear term ofZ,18 can be transformed

as follows :

[(V x U) x U+ %V (Ug)]

h
1ou _ 1ow], 1 0(u* v +w?)
_ [esak elﬁi}w Cv L T A
Cu— 1ow _ 1ov] 9 1 0(u?+v24w?)
ez 0j es Ok es 07
L[ pro(eie?) 1 du wdw _ 1 0w
_( —Cv R a7 y L waE N\ e T2 o
Cu 2| 1 0(u?+0?) ez \ w wow 1 dw?
e ok e 07 2e2 0j

The last term of the right hand side is obviously zero, and thus the nonlinear term of
(2.19 is written in the(i, j, k) coordinate system :

1 00U,

[(VXU)XU—!—;V(Uz)] :Qkah—l—%Vh(U%)—F

h
This is the so-calledector invariant fornof the momentum advection term. For some
purposes, it can be advantageous to write this term in the so-called fluxifert, write
it as the divergence of fluxes. For example, the first componet bd)((thei-component)
is transformed as follows :
A(u2+v? P
[(VXU) ><U+%V(U2)} :—Cv+i ( 5 )—I—éwg—z

7

=L (—Uf’g”) + ﬁ(glj“)) + o (tez ut + e ve) + £ (w BY)

e] e ejes

el e

=_1 {— (vz% + e2 v%) + (Leé;w) —eq u%)
(2 — 250 et} (%2 )

(2
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_ 1 o( il 1 O(wu)
= L (R | Aeun) | 1ot

1 (_,, (2v)  der) _, 0ew)) _ 1 0w 1 (_,28e
+6162< “( ;. Va5 U=g; st oe |\ TV

ejes

asV - U = 0 (incompressibility) it comes :

erea

=V-(Uu) + 1L <v%—u%—?)(—v}

The flux form of the momentum advection term is therefore given by :

(VxU)xU-+ lv (U2)]
2 h

Uu 1 862 861
_v. e N " 2.1
v (U’U >+ €1€2 (U 01 ua]) XUh ( 5)

The flux form has two terms, the first one is expressed as the divergence of momentum
fluxes (hence the flux form name given to this formulation) and the second one is due to
the curvilinear nature of the coordinate system used. The latter is calledettnie term
and can be viewed as a modification of the Coriolis parameter :

- (862— 861) (2.16)

€1 €2 v 01 uaij

Note that in the case of geographical coordinate, when (i,j) — (X, ¢) and
(e1,e2) — (a cosp,a), we recover the commonly used modification of the Coriolis pa-
rameterf — f + (u/a)tanp.

To sum up, the curvilineat-coordinate equations solved by the ocean model can be
written in the following tensorial formalism :

e \ector invariant form of the momentum equations:

ou 1 0,49 1 Ou
e1 01 Do
(2.173)
ov 1 Ov




2.3. Curvilinear z-coordinate System 21

o flux form of the momentum equations:

ot N €1 €9 0i 8]

1 <a(eggu)+a<ewu)> 19 (wu)

e1 e 01 adj e3 Ok
19 <ps +ph> +DY+ FY (2.18a)
e1 01 Po
ov _ L (02 da
ot e1 e v 01 Y 0j Y
1 d(equv) 0O(ervv)) 19(wo)
e1 ey o1 0j es Ok
1o <W> + DY EY (2.18b)
ez 0j Po

where(, the relative vorticity, is given by 12 andp;, the surface pressure, is given by :

pgn standard free surface
Ps = (2.19)

0 ,
pPgN+ polt 8772 filtered free surface

with 7 is solution of @.5)
The vertical velocity and the hydrostatic pressure are diagnosed from the following
equations :

ow
Opn
o0k —pPges (2.21)

where the divergence of the horizontal velocjyis given by €.13.

e tracer equations

or 1 [0(eTu) d(eTo)| 19T w) T T

9 = eres { ) e ok TP TE (2.22)

oS 1 [0(e2Su) 0O (e1Sv) 1 0(Sw) g g

== - 22 DSy F 2.2

5t~ e [ 2 T 9j e ok T (2.23)
p=p(T,S,z(k)) (2.24)

The expression obY, D¥ and DT depends on the subgrid scale parameterisation
used. It will be defined ir§2.5.1 The nature and formulation &Y, F” and F°, the
surface forcing terms, are discussed in Chapter
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2.4 Curvilinear generalised vertical coordinate System

The ocean domain presents a huge diversity of situation in the vertical. First the ocean
surface is a time dependent surface (moving surface). Second the ocean floor depends
on the geographical position, varying from more than 6,000 meters in abyssal trenches
to zero at the coast. Last but not least, the ocean stratification exerts a strong barrier to
vertical motions and mixing. Therefore, in order to represent the ocean with respect to the
first point a space and time dependent vertical coordinate that follows the variation of the
sea surface heigltg. an z*-coordinate ; for the second point, a space variation to fit the
change of bottom topograplyg. a terrain-following ors-coordinate ; and for the third
point, one will be tempted to use a space and time dependent coordinate that follows the
isopycnhal surfaceg, g. an isopychic coordinate.

In order to satisfy two or more constrains one can even be tempted to mixed these
coordinate systems, as in HYCOM (mixture efcoordinate at the surface, isopycnic
coordinate in the ocean interior amdat the ocean bottom)?] or OPA (mixture ofz-
coordinate in vicinity the surface and steep topography areas-aodrdinate elsewhere)

[?] among others.

In fact one is totally free to choose any space and time vertical coordinate by introdu-

cing an arbitrary vertical coordinate :

s =s(i,7,k,t) (2.25)

with the restriction that the above equation gives a single-valued monotonic relationship
betweens and k, wheni, 7 andt are held fixed. Z.25 is a transformation from the
(i,7,k,t) coordinate system with independent variables into (the, s, ¢) generalised
coordinate system witk depending on the other three variables througi2g). This
so-calledgeneralised vertical coordinafe’] is in fact an Arbitrary Lagrangian—Eulerian
(ALE) coordinate. Indeed, choosing an expressionsf@r an arbitrary choice that deter-
mines which part of the vertical velocity (defined from a fixed referential) will cross the
levels (Eulerian part) and which part will be used to move them (Lagrangian part). The
coordinate is also sometime referenced as an adaptive coordithasingce the coordi-
nate system is adapted in the course of the simulation. Its most often used implementation
is via an ALE algorithm, in which a pure lagrangian step is followed by regridding and
remapping steps, the later step implicitly embedding the vertical adve&@®sh Here
we follow the [?] strategy : a regridding step (an update of the vertical coordinate) follo-
wed by an eulerian step with an explicit computation of vertical advection relative to the
moving s-surfaces.

A key point here is that the-coordinate depends dn, j) ==¢, horizontal pressure
gradient...
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the generalized vertical coordinates used in ocean modelling are not orthogonal, which
contrasts with many other applications in mathematical physics. Hence, it is useful to keep
in mind the following properties that may seem odd on initial encounter.

the horizontal velocity in ocean models measures motions in the horizontal plane, per-
pendicular to the local gravitational field. That is, horizontal velocity is mathematically the
same regardless the vertical coordinate, be it geopotential, isopycnal, pressure, or terrain
following. The key motivation for maintaining the same horizontal velocity component is
that the hydrostatic and geostrophic balances are dominant in the large-scale ocean. Use
of an alternative quasi-horizontal velocity, for example one oriented parallel to the genera-
lized surface, would lead to unacceptable numerical errors. Correspondingly, the vertical
direction is anti-parallel to the gravitational force in all of the coordinate systems. We do
not choose the alternative of a quasi-vertical direction oriented normal to the surface of a
constant generalized vertical coordinate.

It is the method used to measure transport across the generalized vertical coordinate
surfaces which differs between the vertical coordinate choices. That is, computation of
the dia-surface velocity component represents the fundamental distinction between the
various coordinates. In some models, such as geopotential, pressure, and terrain following,
this transport is typically diagnosed from volume or mass conservation. In other models,
such as isopycnal layered models, this transport is prescribed based on assumptions about
the physical processes producing a flux across the layer interfaces.

In this section we first establish the PE in the generalised verticabrdinate, then
we discuss the particular cases availabIBlEMO, namelyz, z*, s, andz.

Thes-coordinate Formulation

Starting from the set of equations established23 for the special casé = =z
and thuses = 1, we introduce an arbitrary vertical coordinate= s(i, j, k,t), which
includesz-, z*- ando—coordinates as special cases z, s = z*,ands = 0 = z/H
or = z/(H +n), resp.). A formal derivation of the transformed equations is given in
AppendixA. Let us define the vertical scale factor by = 0z (e3 is now a function of
(i, 4, k,t) ), and the slopes in th&) directions betwees— andz—surfaces by :

=L 2l and = L2 (2.26)
e1 O ex 07|,

We also introducey, a dia-surface velocity component, defined as the velocity relative to
the movings-surfaces and normal to them :

w:w—eg—s—alu—@v (2.27)

ot

The equations solved by the ocean model)in s—coordinate can be written as
follows :
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* momentum equation :

10(esu) 1 0,49 1 Ou
—18.<p5+ph>+g”al+pg+m§’ (2.28)

e1 01 Po Po

1 9(ezv 1 Ov
—18.<ps+ph>+gpaz+DtJ~l—FUU (2.29)

ez 0j Po Po

where the relative vorticity;, the surface pressure gradient, and the hydrostatic pressure
have the same expressions ag4icoordinates although they do not represent exactly the
same quantities. is provided by the continuity equation (see Appenélix

des Ow . 1 0 (egezu) O (eresv)
dw _ h oy — 2,
ot tesxt 0s 0 with - x e1€2€3 [ 01 + adj (2:30)
* tracer equations :
10(esT) 1 8(6263UT)+8(6163UT)
€3 at N €1€2€3 61 (9]
_19{w) + DT 4 F* (2.31)
€3 ok
19(esS) 1 8(egeguS)+8(6163vS)
€3 ot N €1€e9€3 o1 83
_L95w) | s ps (2.32)
€3 ok

The equation of state has the same expression agaordinate, and similar expres-
sions are used for mixing and forcing terms.

2.4.2 Curvilinear z*—coordinate System

In that case, the free surface equation is nonlinear, and the variations of volume are
fully taken into account. These coordinates systems is presented in a r§@orilable
on theNEMOweb site.

Thez* coordinate approach is an unapproximated, non-linear free surface implemen-
tation which allows one to deal with large amplitude free-surface variations relative to the
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vertical resolution P]. In the z* formulation, the variation of the column thickness due

to sea-surface undulations is not concentrated in the surface level, aszitdloedinate
formulation, but is equally distributed over the full water column. Thus vertical levels na-
turally follow sea-surface variations, with a linear attenuation with depth, as illustrated
by figure fig.1c . Note that with a flat bottom, such as in fig.1c, the bottom-following
coordinate anad* are equivalent. The definition and modified oceanic equations for the
rescaled vertical coordinag, including the treatment of fresh-water flux at the surface,
are detailed in Adcroft and Campin (2004). The major points are summarized here. The
position (z*) and vertical discretizatioref) are expressed as :

H+2z*=(H+z)/r andéz*=dz/r withr = % (2.33)

Since the vertical displacement of the free surface is incorporated in the vertical coordi-
natez*, the upper and lower boundaries are at fig#gosition,z* = 0 andz* = —H
respectively. Also the divergence of the flow field is no longer zero as shown by the conti-

N

T

N

FIG. 2.3 — (a)z-coordinate in linear free-surface case ; {b)coordinate in non-
linear free surface case (c) re-scaled height coordinate (become popular as the
z*-coordinate ] ).
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nuity equation :

or
azvzw(rUh)(rw*):O
To overcome problems with vanishing surface and/or bottom cells, we consider the

zstar coordinate

* <=
z _H<H+n> (2.34)

This coordinate is closely related to the "eta” coordinate used in many atmospheric
models (see Black (1994) for a review of eta coordinate atmospheric models). It was ori-
ginally used in ocean models by Stacey et al. (1995) for studies of tides next to shelves,
and it has been recently promoted by Adcroft and Campin (2004) for global climate mo-
delling.

The surfaces of constant are quasi-horizontal. Indeed, th&coordinate reduces to
z whenn is zero. In general, when noting the large differences between undulations of
the bottom topography versus undulations in the surface height, it is clear that surfaces
constantz* are very similar to the depth surfaces. These properties greatly reduce diffi-
culties of computing the horizontal pressure gradient relative to terrain following sigma
models discussed i§2.4.3 Additionally, sincez* whenn = 0, no flow is spontaneously
generated in an unforced ocean starting from rest, regardless the bottom topography. This
behaviour is in contrast to the case with "s"-models, where pressure gradient errors in the
presence of nontrivial topographic variations can generate nontrivial spontaneous flow
from a resting state, depending on the sophistication of the pressure gradient solver. The
quasi-horizontal nature of the coordinate surfaces also facilitates the implementation of
neutral physics parameterizationszihmodels using the same techniques as-models
(see Chapters 13-16 8j for a discussion of neutral physics itamodels, as well as Sec-
tion §9.21in this document for treatment NEMO).

The range over which* varies is time independentH < z* < 0. Hence, all cells
remain nonvanishing, so long as the surface height maintaing H. This is a minor
constraint relative to that encountered on the surface height whendasingor s = z—n.

Because* has a time independent range, all grid cells have static increments ds, and
the sum of the ver tical increments yields the time independent ocean depth Gberdi-
nate is therefore invisible to undulations of the free surface, since it moves along with the
free surface. This proper ty means that no spurious ver tical transpor t is induced across
surfaces of constant” by the motion of external gravity waves. Such spurious transpor
t can be a problem in z-models, especially those with tidal forcing. Quite generally, the
time independent range for th& coordinate is a very convenient proper ty that allows for
a nearly arbitrary ver tical resolution even in the presence of large amplitude fluctuations
of the surface height, again so longias- — H.
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Curvilinear Terrain-following s-coordinate
Introduction

Several important aspects of the ocean circulation are influenced by bottom topo-
graphy. Of course, the most important is that bottom topography determines deep ocean
sub-basins, barriers, sills and channels that strongly constrain the path of water masses,
but more subtle effects exist. For example, the topogragtetfect is usually larger than
the planetary one along continental slopes. Topographic Rossby waves can be excited and
can interact with the mean current. In thecoordinate system presented in the previous
section §2.3), z—surfaces are geopotential surfaces. The bottom topography is discreti-
sed by steps. This often leads to a misrepresentation of a gradually sloping bottom and
to large localized depth gradients associated with large localized vertical velocities. The
response to such a velocity field often leads to numerical dispersion effects. One solution
to strongly reduce this error is to use a partial step representation of bottom topography
instead of a full step on® Another solution is to introduce a terrain-following coordinate
system (hereafter—coordinate)

The s-coordinate avoids the discretisation error in the depth field since the layers of
computation are gradually adjusted with depth to the ocean bottom. Relatively small to-
pographic features as well as gentle, large-scale slopes of the sea floor in the deep ocean,
which would be ignored in typicat-model applications with the largest grid spacing
at greatest depths, can easily be represented (with relatively low vertical resolution). A
terrain-following model (hereafter—model) also facilitates the modelling of the boun-
dary layer flows over a large depth range, which in the framework oftm®del would
require high vertical resolution over the whole depth range. Moreover, wittoardinate
it is possible, at least in principle, to have the bottom and the sea surface as the only
boundaries of the domain (homore lateral boundary condition to specify). Nevertheless,
a s-coordinate also has its drawbacks. Perfectly adapted to a homogeneous ocean, it has
strong limitations as soon as stratification is introduced. The main two problems come
from the truncation error in the horizontal pressure gradient and a possibly increased dia-
pycnal diffusion. The horizontal pressure forcesiooordinate consists of two terms (see
AppendixA),

dp
N
The second term ir2(35 depends on the tilt of the coordinate surface and introduces
a truncation error that is not present in-amodel. In the special case ofsa-coordinate
(i.e. adepth-normalised coordinate system z/H), ? and? have given estimates of the
magnitude of this truncation error. It depends on topographic slope, stratification, hori-
zontal and vertical resolution, the equation of state, and the finite difference scheme. This
error limits the possible topographic slopes that a model can handle at a given horizontal
and vertical resolution. This is a severe restriction for large-scale applications using realis-
tic bottom topography. The large-scale slopes require high horizontal resolution, and the
computational cost becomes prohibitive. This problem can be at least partially overcome

Vpl, = Vpl, = o= V2| (2.35)

s
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by mixing s-coordinate and step-like representation of bottom topography.[Howe-

ver, the definition of the model domain vertical coordinate becomes then a non-trivial
thing for a realistic bottom topography : a envelope topography is defineddordinate

on which a full or partial step bottom topography is then applied in order to adjust the
model depth to the observed one (§4€3.

For numerical reasons a minimum of diffusion is required along the coordinate sur-
faces of any finite difference model. It causes spurious diapycnal mixing when coordinate
surfaces do not coincide with isoneutral surfaces. This is the casexfon@del as well
as for as-model. However, density varies more stronglysersurfaces than on horizontal
surfaces in regions of large topographic slopes, implying larger diapycnal diffusion in a
s-model than in &-model. Whereas such a diapycnal diffusion inraodel tends to wea-
ken horizontal density (pressure) gradients and thus the horizontal circulation, it usually
reinforces these gradients insanodel, creating spurious circulation. For example, ima-
gine an isolated bump of topography in an ocean at rest with a horizontally uniform stra-
tification. Spurious diffusion along-surfaces will induce a bump of isoneutral surfaces
over the topography, and thus will generate there a baroclinic eddy. In contrast, the ocean
will stay at rest in a&-model. As for the truncation error, the problem can be reduced by
introducing the terrain-following coordinate below the strongly stratified portion of the
water column {.e. the main thermocline)?]. An alternate solution consists of rotating
the lateral diffusive tensor to geopotential or to isoneutral surfaces;2s&£ Unfortu-
nately, the slope of isoneutral surfaces relative tosttseirfaces can very large, strongly
exceeding the stability limit of such a operator when it is discretized (see Ctpter

The s—coordinates introduced her@7 differ mainly in two aspects from similar
models : it allows a representation of bottom topography with mixed full or partial step-
like/terrain following topography ; It also offers a completely general transformatien,
s(4, j, z) for the vertical coordinate.
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2.4.4 Curvilinear z—coordinate



2.5

2.5.1

30 Model basics

Subgrid Scale Physics

The primitive equations describe the behaviour of a geophysical fluid at space and
time scales larger than a few kilometres in the horizontal, a few meters in the vertical and
a few minutes. They are usually solved at larger scales : the specified grid spacing and
time step of the numerical model. The effects of smaller scale motions (coming from the
advective terms in the Navier-Stokes equations) must be represented entirely in terms of
large-scale patterns to close the equations. These effects appear in the equations as the
divergence of turbulent fluxes.¢. fluxes associated with the mean correlation of small
scale perturbations). Assuming a turbulent closure hypothesis is equivalent to choose a
formulation for these fluxes. It is usually called the subgrid scale physics. It must be
emphasized that this is the weakest part of the primitive equations, but also one of the
most important for long-term simulations as small scale processése balance the
surface input of kinetic energy and heat.

The control exerted by gravity on the flow induces a strong anisotropy between the
lateral and vertical motions. Therefore subgrid-scale phyBitsD® and D7 in (2.19,

(2.1d and Q.18 are divided into a lateral pap!V, D' andD'” and a vertical pab*?,
DS and D'T. The formulation of these terms and their underlying physics are briefly
discussed in the next two subsections.

Vertical Subgrid Scale Physics

The model resolution is always larger than the scale at which the major sources of
vertical turbulence occur (shear instability, internal wave breaking...). Turbulent motions
are thus never explicitly solved, even partially, but always parameterized. The vertical
turbulent fluxes are assumed to depend linearly on the gradients of large-scale quantities
(for example, the turbulent heat flux is given Byw’ = —A*79.T, where A*” is an
eddy coefficient). This formulation is analogous to that of molecular diffusion and dis-
sipation. This is quite clearly a necessary compromise : considering only the molecular
viscosity acting on large scale severely underestimates the role of turbulent diffusion and
dissipation, while an accurate consideration of the details of turbulent motions is simply
impractical. The resulting vertical momentum and tracer diffusive operators are of second

order :
DUU 0 (Avm aUh>

e 0z
(2.36)
DvT — 2 AvTa£ D’L}S — 2 AvTaﬁ
0z 0z )’ 0z 0z

whereA"™ and A*T are the vertical eddy viscosity and diffusivity coefficients, respecti-
vely. At the sea surface and at the bottom, turbulent fluxes of momentum, heat and salt
must be specified (see Chapand10 andg5.5). All the vertical physics is embedded in

the specification of the eddy coefficients. They can be assumed to be either constant, or
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or computed from a turbulent closure model. The choices availabEMO are discus-
sed in§10).

Lateral Diffusive and Viscous Operators Formulation

Lateral turbulence can be roughly divided into a mesoscale turbulence associated with
eddies (which can be solved explicitly if the resolution is sufficient since their underlying
physics are included in the primitive equations), and a sub mesoscale turbulence which
is never explicitly solved even patrtially, but always parameterized. The formulation of
lateral eddy fluxes depends on whether the mesoscale is below or above the grid-spacing
(i.e. the model is eddy-resolving or not).

In non-eddy-resolving configurations, the closure is similar to that used for the ver-
tical physics. The lateral turbulent fluxes are assumed to depend linearly on the lateral
gradients of large-scale quantities. The resulting lateral diffusive and dissipative operators
are of second order. Observations show that lateral mixing induced by mesoscale turbu-
lence tends to be along isopycnal surfaces (or more precisely neutral suffaagiser
than across them. As the slope of neutral surfaces is small in the ocean, a common ap-
proximation is to assume that the ‘lateral’ direction is the horizoitalthe lateral mixing
is performed along geopotential surfaces. This leads to a geopotential second order ope-
rator for lateral subgrid scale physics. This assumption can be relaxed : the eddy-induced
turbulent fluxes can be better approached by assuming that they depend linearly on the
gradients of large-scale quantities computed along neutral surfaces. In such a case, the
diffusive operator is an isoneutral second order operator and it has components in the
three space directions. However, both horizontal and isoneutral operators have no effect
on meand.e. large scale) potential energy whereas potential energy is a main source of
turbulence (through baroclinic instabilitie®)have proposed a parameterisation of mesos-
cale eddy-induced turbulence which associates an eddy-induced velocity to the isoneutral
diffusion. Its mean effect is to reduce the mean potential energy of the ocean. This leads to
a formulation of lateral subgrid-scale physics made up of an isoneutral second order ope-
rator and an eddy induced advective part. In all these lateral diffusive formulations, the
specification of the lateral eddy coefficients remains the problematic point as there is no
really satisfactory formulation of these coefficients as a function of large-scale features.

In eddy-resolving configurations, a second order operator can be used, but usually a
more scale selective one (biharmonic operator) is preferred as the grid-spacing is usually
not small enough compared to the scale of the eddies. The role devoted to the subgrid-
scale physics is to dissipate the energy that cascades toward the grid scale and thus ensures
the stability of the model while not interfering with the solved mesoscale activity. Another
approach is becoming more and more popular : instead of specifying explicitly a sub-grid
scale term in the momentum and tracer time evolution equations, one uses a advective
scheme which is diffusive enough to maintain the model stability. It must be emphasised
that then, all the sub-grid scale physics is in this case include in the formulation of the
advection scheme.

All these parameterisations of subgrid scale physics present advantages and draw-
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backs. There are not all available NEMO . In the z-coordinate formulation, five op-

tions are offered for active tracers (temperature and salinity) : second order geopotential
operator, second order isoneutral opera®guarameterisation, fourth order geopotential
operator, and various slightly diffusive advection schemes. The same options are available
for momentum, exce® parameterisation which only involves tracers. In ¢heordinate
formulation, additional options are offered for tracers : second order operator acting along
s—surfaces, and for momentum : fourth order operator acting alersgirfaces (seg9).

lateral second order tracer diffusive operator

The lateral second order tracer diffusive operator is defined by (see Appgghdix

1 0 —Tr1
DT —v. (AZT R VT) with R=[0 1 —r (2.37)
—ry —T2 7“% + r%

wherer; andrs are the slopes between the surface along which the diffusive operator acts
and the model levek(g. z- or s-surfaces). Note that the formulatiaa 87) is exact for the
rotation between geopotential andurfaces, while it is only an approximation for the ro-
tation between isoneutral and or s-surfaces. Indeed, in the latter case, two assumptions
are made to simplify2.37) [?]. First, the horizontal contribution of the dianeutral mixing

is neglected since the ratio between iso and dia-neutral diffusive coefficients is known to
be several orders of magnitude smaller than unity. Second, the two isoneutral directions
of diffusion are assumed to be independent since the slopes are generally leg&than

in the ocean (see AppendB).

Forgeopotentiatiffusion,r; andr, are the slopes between the geopotential and com-
putational surfaces : in-coordinates they are zere,(= ro = 0) while in s-coordinate
(includingz* case) they are equal tg ando,, respectively (se€(26) ).

Forisoneutraldiffusionr, andr, are the slopes between the isoneutral and computa-
tional surfaces. Therefore, they have a same expressioraind s-coordinates :

es (Op ap -1 es (Op op -1
_ B2 (ZE ==L (= 2.38
" 61<8i> <6k> N 61<3i ok (2.38)
When theEddy Induced Velocitgarametrisation (eiv)d is used, an additional tracer
advection is introduced in combination with the isoneutral diffusion of tracers :
DT =v. (AlT R VT) LV (URT) (2.39)

whereU* = (u*,v*,w*) is a non-divergent, eddy-induced transport velocity. This velo-
city field is defined by :

u* = +%% [Aeiv 7:1]
* 10 e
vt = +%% [A 7“2] (2.40)
L |2
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where A¢" is the eddy induced velocity coefficient (or equivalently the isoneutral thick-
ness diffusivity coefficient), and, and#, are the slopes between isoneutral gedpo-
tential surfaces and thus depends on the coordinate considered :

wheren = 1,2 (2.41)

. T in z-coordinate
Tn = . .
rn + 0, IN Z* ands-coordinates

The normal component of the eddy induced velocity is zero at all the boundaries. This
can be achieved in a model by tapering either the eddy coefficient or the slopes to zero in
the vicinity of the boundaries. The latter strategy is useNEMO (cf. Chap.9).
lateral fourth order tracer diffusive operator

The lateral fourth order tracer diffusive operator is defined by :
DT = A (AlT AT) whereD'T = A (AZT AT) (2.42)

It is the second order operator given 37 applied twice with the eddy diffusion
coefficient correctly placed.

lateral second order momentum diffusive operator

The second order momentum diffusive operator alengr s-surfaces is found by
applying @.11¢ to the horizontal velocity vector (see AppendiX:

DV- v, (Almx) — VX (Almg k)
10(A™y) 10 (A™ es)

. e 01 eses 8] (243)
19(A™y) 1 9 (A" es)
— - + -
ea 0 e1es 0i

Such a formulation ensures a complete separation between the vorticity and horizontal
divergence fields (see Append®. Unfortunately, it is not available for geopotential
diffusion in s—coordinates and for isoneutral diffusion in bathands-coordinatesi(e.
when a rotation is required). In these two cases,:tfend v—fields are considered as
independent scalar fields, so that the diffusive operator is given by :

DIV = V. (R Vu)

DIV = V. (R Vv) (2.49)

wheret is given by @.37). It is the same expression as those used for diffusive operator
on tracers. It must be emphasised that such a formulation is only exact in a Cartesian
coordinate system,e. on a f— or §—plane, not on the sphere. It is also a very good
approximation in vicinity of the Equator in a geographical coordinate systém [
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lateral fourth order momentum diffusive operator

As for tracers, the fourth order momentum diffusive operator along s-surfaces
is a re-entering second order operatAQ or (2.43 with the eddy viscosity coefficient
correctly placed :

geopotential diffusion ir-coordinate :

DV —v, { V. [Alm Y (x)} }

(2.45)
+ Vp, x { k-V x [Almvh X ((k)] }
geopotential diffusion iz-coordinate :
DY — A (Alm Au)
where A(e) =V - (RV(e)) (2.46)
DIV = A (Alm Av)
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Having defined the continuous equations in CHapwve need now to choose a time
discretization. In the present chapter, we provide a general description EM©time
stepping strategy and the consequences for the order in which the equations are solved.

Time stepping environment

The time stepping used NEMOiis a three level scheme that can be represented as
follows :
xt+At — xtht 4 2At RHsffAt,t, t+At (3 1)
. .

wherez stands for, v, T or S'; RHS is the Right-Hand-Side of the corresponding time
evolution equation At is the time step; and the superscripts indicate the time at which a
guantity is evaluated. Each term of the RHS is evaluated at a specific time step depending
on the physics with which it is associated.

The choice of the time step used for this evaluation is discussed below as well as the
implications for starting or restarting a model simulation. Note that the time stepping cal-
culation is generally performed in a single operation. With such a complex and nonlinear
system of equations it would be dangerous to let a prognostic variable evolve in time for
each term separately.

The three level scheme requires three arrays for each prognostic variable. For each
variablezx there isz;, (before),z,, (now) andz,. The third array, although referred to as
x, (after) in the code, is usually not the variable at the after time step ; but rather it is used
to store the time derivative (RHS iB.(l)) prior to time-stepping the equation. Generally,
the time stepping is performed once at each time step itrémxt.F90and dynnxt.F90
modules, except when using implicit vertical diffusion or calculating sea surface height in
which case time-splitting options are used.

Non-Diffusive Part — Leapfrog Scheme

The time stepping used for processes other than diffusion is the well-known leapfrog
scheme?P]. This scheme is widely used for advection processes in low-viscosity fluids. It
is a time centred schemege. the RHS in 8.1) is evaluated at time stefp the now time
step. It may be used for momentum and tracer advection, pressure gradient, and Corio-
lis terms, but not for diffusion terms. It is an efficient method that achieves second-order
accuracy with just one right hand side evaluation per time step. Moreover, it does not ar-
tificially damp linear oscillatory motion nor does it produce instability by amplifying the
oscillations. These advantages are somewhat diminished by the large phase-speed error of
the leapfrog scheme, and the unsuitability of leapfrog differencing for the representation
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of diffusion and Rayleigh damping processes. However, the scheme allows the coexis-
tence of a numerical and a physical mode due to its leading third order dispersive error. In
other words a divergence of odd and even time steps may occur. To prevent it, the leapfrog
scheme is often used in association with a Robert-Asselin time filter (hereafter the LF-RA

scheme). This filter, first designed Byand more comprehensively studied hys a kind

of laplacian diffusion in time that mixes odd and even time steps :

zh =zt 4+ v x%‘m — 22" + xt+At] (3.2)

where the subscript’ denotes filtered values ands the Asselin coefficienty is initiali-

zed agn_atfp (namelist parameter). Its default valuemsatfp=10—3 (see§ 3.5, causing

only a weak dissipation of high frequency motion®]Y] The addition of a time filter de-
grades the accuracy of the calculation from second to first order. However, the second
order truncation error is proportional 49 which is small compared to 1. Therefore, the
LF-RA is a quasi second order accurate scheme. The LF-RA scheme is preferred to other
time differencing schemes such as predictor corrector or trapezoidal schemes, because
the user has an explicit and simple control of the magnitude of the time diffusion of the
scheme. When used with the 2nd order space centred discretisation of the advection terms
in the momentum and tracer equations, LF-RA avoids implicit numerical diffusion : dif-
fusion is set explicitly by the user through the Robert-Asselin filter parameter and the
viscosity and diffusion coefficients.

Diffusive Part — Forward or Backward Scheme

The leapfrog differencing scheme is unsuitable for the representation of diffusion and
damping processes. For a tendaiigy, representing a diffusion term or a restoring term
to a tracer climatology (when present, $e8.6), a forward time differencing scheme is
used :
PR = g L2 A DA (3.3)

This is diffusive in time and conditionally stable. The conditions for stability of second
and fourth order horizontal diffusion schemes &ije [
2

— laplacian diffusion
A< {8 ﬁf (3.4)
61 AL bilaplacian diffusion
wheree is the smallest grid size in the two horizontal directions atfdis the mixing
coefficient. The linear constrainB.{) is a necessary condition, but not sufficient. If it is
not satisfied, even mildly, then the model soon becomes wildly unstable. The instability
can be removed by either reducing the length of the time steps or reducing the mixing
coefficient.
For the vertical diffusion terms, a forward time differencing scheme can be used, but
usually the numerical stability condition imposes a strong constraint on the time step. Two
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solutions are available INEMOto overcome the stability constrainfa) a forward time
differencing scheme using a time splitting technigmezdfexp= true) or(b) a backward

(or implicit) time differencing schemén_zdfexp= false). In(a), the master time steft

is cut into NV fractional time steps so that the stability criterion is reduced by a factor of
N. The computation is performed as follows :

pl=At — gt-At

t—At+1 24t t—At+(L—1)24t  2At _ L\ 2A¢
T N AR +— DFt-AtHL-1)7

xt-l—At _ $i+At

forL=1toN (3.5)

with DF a vertical diffusion term. The number of fractional time stelys,is given by
settingnn_zdfexp (namelist parameter). The schefdgis unconditionally stable but dif-
fusive. It can be written as follows :

p A= T L 2 AL RHSTY (3.6)

This scheme is rather time consuming since it requires a matrix inversion, but it be-
comes attractive since a value of 3 or more is needed for N in the forward time differencing
scheme. For example, the finite difference approximation of the temperature equation is :

T(k) —T(k) ! 1 [Ayf
(k) 2At( ) = RHS+ —5k 5k+1/2 [T (3.7)

where RHS is the right hand side of the equation except for the vertical diffusion term.
We rewrite 3.6) as :

—c(k+ 1) T (k+ 1) +d(k) T (E) — (k) TV (E — 1) = b(k) (3.8)
where
c(k) = A} T(k )/ esw(k)
d(k) = e3t(k) / (2At) + ¢ +
b(k) = (k) (7" (k) / (2At) + RHS)
(3.8) is a linear system of equations with an associated matrix which is tridiagonal.
Moreover,c(k) andd(k) are positive and the diagonal term is greater than the sum of the

two extra-diagonal terms, therefore a special adaptation of the Gauss elimination proce-
dure is used to find the solution (see for exan®le

Hydrostatic Pressure Gradient — semi-implicit scheme

The range of stability of the Leap-Frog scheme can be extended by a factor of two
by introducing a semi-implicit computation of the hydrostatic pressure gradient 8rm [
Instead of evaluating the pressuretaa linear combination of values at— At, ¢t and
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FiG. 3.1 — Sketch of the leapfrog time stepping sequend¢&EMO from 2. The

use of a semi-implicit computation of the hydrostatic pressure gradient requires
the tracer equation to be stepped forward prior to the momentum equation. The
need for knowledge of the vertical scale factor (here denotdg asquires the

sea surface height and the continuity equation to be stepped forward prior to the
computation of the tracer equation. Note that the method for the evaluation of the

surface pressure gradievip, is not presented here (sgé.5).

t + At is used (seg 6.4.4. This technique, controlled by then.dynhpgrst namelist
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parameter, does not introduce a significant additional computational cost when tracers
and thus density is time stepped before the dynamics. This time step ordering is used in
NEMO (Fig.3.4).

This technique, used in several GCM$EMO, POP or MOM for instance), makes
the Leap-Frog scheme as efficiérds the Forward-Backward scheme used in MC |
and more efficient than the LF-AM3 scheme (leapfrog time stepping combined with a
third order Adams-Moulthon interpolation for the predictor phase) used in RCMS |

In fact, this technique is efficient when the physical phenomenon that limits the time-
step is internal gravity waves (IGWs). Indeed, it is equivalent to applying a time filter to
the pressure gradient to eliminate high frequency IGWSs. Obviously, the doubling of the
time-step is achievable only if no other factors control the time-step, such as the stability
limits associated with advection, diffusion or Coriolis terms. For example, it is inefficient
in low resolution global ocean configurations, since inertial oscillations in the vicinity
of the North Pole are the limiting factor for the time step. It is also often inefficient in
very high resolution configurations where strong currents and small grid cells exert the
strongest constraint on the time step.

The Modified Leapfrog — Asselin Filter scheme

Significant changes have been introduce® bythe LF-RA scheme in order to ensure
tracer conservation and to allow the use of a much smaller value of the Asselin filter
parameter. The modifications affect both the forcing and filtering treatments in the LF-
RA scheme.

In a classical LF-RA environment, the forcing term is centred in tiime,it is time-
stepped over aAt period ;2! = 2! + 2AtQ" whereQ is the forcing applied tar, and
the time filter is given by 3.2) so that@ is redistributed over several time step. In the
modified LF-RA environment, these two formulations have been replaced by :

AL — g t=A Ay (Qt—At/Q + QH-At/?) (3.9)

b= ot 4y [x%—m oty xt+At} YAt {QtJrAt/Q _ Qtht/2:| (3.10)

The change in the forcing formulation given 89 (see Fig3.5) has a significant effect :

the forcing term no longer excites the divergence of odd and even time 8{epkif pro-

perty improves the LF-RA scheme in two respects. First, the LF-RA can now ensure the
local and global conservation of tracers. Indeed, time filtering is no longer required on the
forcing part. The influence of the Asselin filter on the forcing is be removed by adding
a new term in the filter (last term irB(10 compared t0.2)). Since the filtering of the
forcing was the source of non-conservation in the classical LF-RA scheme, the modified
formulation becomes conservativgl.[Second, the LF-RA becomes a truly quasi-second

1The efficiency is defined as the maximum allowed Courant number of the time stepping
scheme divided by the number of computations of the right-hand side per time step.
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time step
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FiG. 3.2 — lllustration of forcing integration methods. (top) "Traditional” formu-
lation : the forcing is defined at the same time as the variable to which it is applied
(integer value of the time step index) and it is applied oveAa period. (bottom)
modified formulation : the forcing is defined in the middle of the time (integer and
a half value of the time step index) and the mean of two successive forcing values
(n —1/2,n+ 1/2). is applied over At period.

order scheme. Indeed3.@) used in combination with a careful treatment of static insta-
bility (§10.2.2 and of the TKE physics3(0.1.4, the two other main sources of time step
divergence, allows a reduction by two orders of magnitude of the Asselin filter parameter.

Note that the forcing is now provided at the middle of a time st€ft24/2 is the
forcing applied over thét, t + At] time interval. This and the change in the time filter,
(3.10, allows an exact evaluation of the contribution due to the forcing term between any
two time steps, even if separated by odly since the time filter is no longer applied to
the forcing term.

|
&namrun ! parameters of the run
|
nn_no = 0 ! job number
cn_exp = "ORCA2" ! experience name
nn_it000 = 1 I first time step
nn_itend = 315 I last time step (std 5475)
nn_date0 = 010101 ! initial calendar date yymmdd (used if nrstdt=1)
nn_leapy = 0 ! Leap year calendar (1) or not (0)
nn_istate = 0 ! output the initial state (1) or not (0)
nn_stock = 5475 | frequency of creation of a restart file (modulo referenced to 1)
nn_write = 5475 | frequency of write in the output file  (modulo referenced to nit000)
In_dimgnnn = false. ! DIMG file format: 1 file for all processors (F) or by processor (T)
In_mskland = .false. ! mask land points in NetCDF outputs (costly: + “15%)
In_clobber = .false. ! clobber (overwrite) an existing file
nn_chunksz = 0 ! chunksize (bytes) for NetCDF file (working only with iom_nf90 routines)
In_rstart = .false. ! start from rest (F) or from a restart file (T)
nn_rstctl = 0 ! restart control = O nit000 is not compared to the restart file value

! = 1 use ndateO in namelist (not the value in the restart file)
! = 2 calendar parameters read in the restart file

cn_ocerst_in = "restart" ! suffix of ocean restart name (input)

cn_ocerst_out = "restart” ! suffix of ocean restart name (output)
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The first time step of this three level scheme when starting from initial conditions is a
forward step (Euler time integration) :

! = 2% + At RHS (3.11)

This is done simply by keeping the leapfrog environmérnt the @.1) three level time
stepping) but setting alt® (beforg andz! (now) fields equal at the first time step and
using half the value of\t.

It is also possible to restart from a previous computation, by using a restart file. The
restart strategy is designed to ensure perfect restartability of the code : the user should
obtain the same results to machine precision either by running the modzNfdime
steps in one go, or by performing two consecutive experimenié sfeps with a restart.

This requires saving two time levels and many auxiliary data in the restart files in machine
precision.

Note that when a semi-implicit scheme is used to evaluate the hydrostatic pressure
gradient (se€6.4.4, an extra three-dimensional field has to be added to the restart file
to ensure an exact restartability. This is done optionally viantheynhpgrst namelist
parameter, so that the size of the restart file can be reduced when restartability is not a key
issue (operational oceanography or in ensemble simulations for seasonal forecasting).

Note the size of the time step uséxt, is also saved in the restart file. When restarting,
if the the time step has been changed, a restart using an Euler time stepping scheme is
imposed.
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Having defined the continuous equations in Ctaand chosen a time discretization
Chap.3, we need to choose a discretization on a grid, and numerical algorithms. In the
present chapter, we provide a general description of the staggered grid b @, and
other information relevant to the main directory routines as well as the DOM (DOMain)
directory.

4.1 Fundamentals of the Discretisation

4.1.1 Arrangement of Variables

The numerical techniques used to solve the Primitive Equations in this model are
based on the traditional, centred second-order finite difference approximation. Special
attention has been given to the homogeneity of the solution in the three space directions.
The arrangement of variables is the same in all directions. It consists of cells centred on
scalar points#, S, p, p) with vector points(u, v, w) defined in the centre of each face
of the cells (Fig4.1.]). This is the generalisation to three dimensions of the well-known
“C” grid in Arakawa'’s classificationq]. The relative and planetary vorticity,and f, are
defined in the centre of each vertical edge and the barotropic stream fundsatefined
at horizontal points overlying théand f-points.

The ocean mesthi.¢. the position of all the scalar and vector points) is defined by the
transformation that gives\(,¢ ,z) as a function of(7, j, k). The grid-points are located
at integer or integer and a half value @f j, k) as indicated on Tablé.1.1 In all the
following, subscriptsu, v, w, f, uw, vw or fw indicate the position of the grid-point
where the scale factors are defined. Each scale factor is defined as the local analytical
value provided byZ.10. As a result, the mesh on which partial derivati\%s %, and

% are evaluated is a uniform mesh with a grid size of unity. Discrete partial derivatives are
formulated by the traditional, centred second order finite difference approximation while
the scale factors are chosen equal to their local analytical value. An important point here is
that the partial derivative of the scale factors must be evaluated by centred finite difference
approximation, not from their analytical expression. This preserves the symmetry of the
discrete set of equations and therefore satisfies many of the continuous properties (see
AppendixC). A similar, related remark can be made about the domain size : when needed,
an area, volume, or the total ocean depth must be evaluated as the sum of the relevant scale
factors (see4.8)) in the next section).
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FIG. 4.1 — Arrangement of variablesindicates scalar points where temperature,
salinity, density, pressure and horizontal divergence are defingdw] indicates
vector points, and indicates vorticity points where both relative and planetary
vorticities are defined

Discrete Operators

Given the values of a variablg at adjacent points, the differencing and averaging
operators at the midpoint between them are :

dila] = q(i+1/2) —q(i —1/2) (4.1a)
7' ={ali +1/2) +q(i—1/2)} /2 (4.1b)
Similar operators are defined with respectite¢ 1/2, j, j + 1/2, k, andk + 1/2.

Following (2.113 and @.119, the gradient of a variable defined at a-point has its
three components definedwat v- andw-points while its Laplacien is defined &point.
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T i j k
u i+1/2 J k
v i j+1/2 k
W i b k+1/2
f i+ 1/2 j+1/2 k
uw i+1/2 J k+1/2
VW i Jj+1/2 k+1/2
fw i+ 1/2 j+1/2 k+1/2

TAB. 4.1 — Location of grid-points as a function of integer or integer and a half
value of the column, line or level. This indexing is only used for the writing of the
semi- discrete equation. In the code, the indexing uses integer values only and has
a reverse direction in the vertical (s¢&1.3

These operators have the following discrete forms in the curvilingaordinate system :

1 . .1
Va = =Oinpld 1+ =0l i+ Okl K (4.2)
1 €2u €3u €1v €3v
Ag= 0; 0; +0; |—=6;
q €1t €2t €3¢ ( [ 1 +1/2[Q]] j [ €90 ]+1/2[Q]] )

1 1
S| — 4.
+ o Ok Lw 5k+1/2[¢1]] (4.3)

Following (2.119 and @.11h, a vectorA = (a1,as9,as3) defined at vector points
(u,v,w) has its three curl components definedvat, uw, and f-points, and its diver-
gence defined dtpoints :

VXAS o i3vw (8412 [esw as] — Op11/2 [e2v a2]) i (4.4)
T oo iSuw (Ok+1/2 [eru ar] — Siv1/2 [€3w az]) (4.5)
+ ﬁ (Gis1y2 le2vaz] = 1o lerwan])  k (4.6)
1 1
VoA = (Gifeauesuan] + 0 ewy esv az]) + ——dic[as] 4.7)
€1t €2t €3¢ et

In the special case of a purecoordinate system4(3) and @.7) can be simplified.
In this case, the vertical scale factor becomes a function of the single vakiable thus
does not depend on the horizontal location of a grid point. For exaripleréduces to :

1 1
0; eau a1] + 05 e1y ag)) + —k |a
orr oy (O le2uaa] + 0y [ery aa]) + i fas]

VA=
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The vertical average over the whole water column denoted by an overbar becomes for
a guantityq which is a masked field (i.e. equal to zero inside solid area) :

Y

1 [ 1
= — dk = — 4.8
H /kb q €3q Hq §k q €3q ( )

where H,, is the ocean depth, which is the masked sum of the vertical scale factors at
q points, k® andk° are the bottom and surfadeindices, and the symbdi° refers to a
summation over all grid points of the same type in the direction indicated by the subscript
(herek).

In continuous form, the following properties are satisfied :

VxVg=0 (4.9)

V (VxA)=0 (4.10)

Itis straightforward to demonstrate that these properties are verified locally in discrete
form as soon as the scatgis taken at-points and the vectdk has its components defined
at vector pointgu, v, w).

Let a andb be two fields defined on the mesh, with value zero inside continental area.
Using integration by parts it can be shown that the differencing operators; @nddy)
are anti-symmetric linear operators, and further that the averaging operator§ and
~k) are symmetric linear operatorise.

Z a; 6; [b] = — Z Siv1/2[a) bit1y2 (4.11)

Sab'= S a2, (4.12)

In other words, the adjoint of the differencing and averaging operators are; . ;
and(7%)" = Tit1/2 respectively. These two properties will be used extensively in the
Appendix C to demonstrate integral conservative properties of the discrete formulation
chosen.

Numerical Indexing

The array representation used in theRFFRAN code requires an integer indexing
while the analytical definition of the mesh (sgkl.]) is associated with the use of integer
values fort-points and both integer and integer and a half values for all the other points.
Therefore a specific integer indexing must be defined for points othertthaimts ¢.e.
velocity and vorticity grid-points). Furthermore, the direction of the vertical indexing has
been changed so that the surface level is at 1.
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FIG. 4.2 — Horizontal integer indexing used in the®TRAN code. The dashed
area indicates the cell in which variables contained in arrays have theisanc
j-indices

Horizontal Indexing

The indexing in the horizontal plane has been chosen as shown thhER For an
increasingi index (j index), thet-point and the eastward-point (northwardv-point)
have the same index (see the dashed area id.Ei§.. A t-point and its nearest northeast
f-point have the sameand;j-indices.
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Vertical Indexing

In the vertical, the chosen indexing requires special attention since-#xés is re-
orientated downward in thedRTRAN code compared to the indexing used in the semi-
discrete equations and given§A.1.1 The sea surface corresponds to théevel k = 1
which is the same index aslevel just below (Figd.1.3. The lastw-level (¢ = jpk)
either corresponds to the ocean floor or is inside the bathymetry while theléast is
always inside the bathymetry (Fig1.3. Note that for an increasing index, aw-point
and thet-point just below have the sanieindex, in opposition to what is done in the
horizontal plane where it is thepoint and the nearest velocity points in the direction of
the horizontal axis that have the sainar j index (compare the dashed area in &ig).3
and4.1.3. Since the scale factors are chosen to be strictly positim@nas sigrappears
in the FORTRAN codebefore all the vertical derivativesf the discrete equations given in
this documentation.

Domain Size

The total size of the computational domain is set by the paramgdigis, jpjglo
andjpk in the 4, j and k directions respectively. They are given as parameters in the
par_oce.F90modulé. The use of parameters rather than variables (together with dynamic
allocation of arrays) was chosen because it ensured that the compiler would optimize
the executable code efficiently, especially on vector machines (optimization may be less
efficient when the problem size is unknown at the time of compilation). Nevertheless, itis
possible to set up the code with full dynamical allocation by using the AGRIF packaged
[?]. Note that are other parameterspar_oce.F90that refer to the domain size. The two
parametergpidta andjpjdta may be larger tharipiglo, jpjglo when the user wants to
use only a sub-region of a given configuration. This is the "zoom” capability described
in §13.3 In most applications of the modelpidta = jpiglo, jpjdta = jpjglo, and
jpizoom = jpjzoom = 1. Parametergpi andjpj refer to the size of each processor
subdomain when the code is run in parallel using domain decompogdigymipp_mpi
defined, se€8.3).

Domain : Horizontal Grid (mesh) (domhgr.F9omodule)

Coordinates and scale factors

The ocean meshi.¢. the position of all the scalar and vector points) is defined by the
transformation that giveé\, ¢, z) as a function of(i, j, k). The grid-points are located
at integer or integer and a half values of as indicated in Taldlel The associated scale

When a specific configuration is used (ORCA2 global ocean, etc...) the parameter are ac-
tually defined in additional files introduced Ipar_oce.F90module via CPHAnclude command.
For example, ORCA2 parameters are sgian ORCAR2.h9(file
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FIG. 4.3 — Vertical integer indexing used in th© RTRAN code. Note that thé-
axis is orientated downward. The dashed area indicates the cell in which variables
contained in arrays have the sam@dex.
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factors are defined using the analytical first derivative of the transformaiaf)( These
definitions are done in two moduledpmhgr.F90and domzgr.F9Q which provide the
horizontal and vertical meshes, respectively. This section deals with the horizontal mesh
parameters.

In a horizontal plane, the location of all the model grid points is defined from the ana-
lytical expressions of the longitudeand latitudep as a function ofi, j). The horizontal
scale factors are calculated usidgl(0. For example, when the longitude and latitude are
function of a single valuei@ndj, respectively) (geographical configuration of the mesh),
the horizontal mesh definition reduces to define the waited »(;j), and their deriva-
tives\ (i) ¢'(j) in thedomhgr.F90module. The model computes the grid-point positions
and scale factors in the horizontal plane as follows :

At = glamt= A(q) = gphit= ¢(j)
Ay = glamu= (i + 1/2) gpu:gphIU— ©(j)
Ay = glamv= \(7) vy, = gphiv=p(j + 1/2)
Ar =glamf = A\(i +1/2) ¢ = gphif = p(j +1/2)
e1r = elt=ry|N (i) cosp(j)| ear = €2t= 14| (7)]
e1y = elt= 1|\ (i + 1/2) cos¢(j)] eau = €2t=14|¢’ (5)|
e1y = €1t=r,|N (i) cosp(j+ 1/2)] egy = €2t= 14| (j + 1/2)]
e1f = elt=ry|N (i +1/2) cosp(j+ 1/2)] eaf = €2t= 1yl (j + 1/2)|

where the last letter of each computational name indicates the grid point considergd and
is the earth radius (defined phycst.F9Glong with all universal constants). Note that the
horizontal position of and scale factorsiafpoints are exactly equal to thosetepoints,
thus no specific arrays are definedwapoints.

Note that the definition of the scale factois:(as the analytical first derivative of the
transformation that giveg\, ¢, z) as a function ofi, j, k)) is specific to the&NEMOmodel
[?]. As an exampleey, is defined locally at @-point, whereas many other models ona C
grid choose to define such a scale factor as the distance betwdérpitiats on each side
of thet-point. Relying on an analytical transformation has two advantages : firstly, there
is no ambiguity in the scale factors appearing in the discrete equations, since they are first
introduced in the continuous equations ; secondly, analytical transformations encourage
good practice by the definition of smoothly varying grids (rather than allowing the user to
set arbitrary jumps in thickness between adjacent lay8sfh example of the effect of
such a choice is shown in Fig.2.1

Choice of horizontal grid

The user has three options available in defining a horizontal grid, which involve the
parameteliphgr_mesh of thepar_oce.F90module.
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FiG. 4.4 — Comparison of (a) traditional definitions of grid-point position and
grid-size in the vertical, and (b) analytically derived grid-point position and scale
factors. For both grids here, the samgoint depth has been chosen butin (a) the
t-points are set half way betweernpoints while in (b) they are defined from an
analytical function z(k) = 5 (i — 1/2)% — 45 (i — 1/2)* + 140 (« — 1/2) — 150.
Note the resulting difference between the value of the grid-dizend those of

the scale factoe;,.

jphgr_-mesh=0 The most general curvilinear orthogonal grids. The coordinates and their
first derivatives with respect toand; are provided in a input filecoordinates.n;
read inhgr_read subroutine of the domhgr module.

jphgr_mesh=1to 5 A few simple analytical grids are provided (see below). For other
analytical grids, thelomhgr.F90module must be modified by the user.

There are two simple cases of geographical grids on the spherejphithmeskl,
the grid (expressed in degrees) is regular in space, with grid sizes specified by parameters
ppeldegandppe2deg respectively. Such a geographical grid can be very anisotropic at
high latitudes because of the convergence of meridians (the zonal scale fadiecome
much smaller than the meridional scale facterts The Mercator grid jphgr.meskr4)
avoids this anisotropy by refining the meridional scale factors in the same way as the
zonal ones. In this case, meridional scale factors and latitudes are calculated analytically
using the formulae appropriate for a Mercator projection, basegpetidegwhich is a
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reference grid spacing at the equator (this applies even when the geographical equator
is situated outside the model domain). In these two cgphgrmeskrl or 4), the grid
position is defined by the longitude and latitude of the south-westernmost ppgiamt0
andppgphiQ. Note that for the Mercator grid the user need only provide an approximate
starting latitude : the real latitude will be recalculated analytically, in order to ensure that
the equator corresponds to line passing throtgndu-points.

Rectangular grids ignoring the spherical geometry are definedjphtir mesh= 2,
3, 5. The domain is either afrplane {phgr.mesh= 2, Coriolis factor is constant) or a
beta-planejphgr_mesh= 3, the Coriolis factor is linear in thg-direction). The grid size
is uniform in meter in each direction, and given by the paramgiped m andppe2m
respectively. The zonal grid coordinatggmarrays) is in kilometers, starting at zero with
the firstt-point. The meridional coordinate (gphi. arrays) is in kilometers, and the second
t-point corresponds to coordinag@hit = 0. The input parametgopglamOis ignored.
ppgphiOis used to set the reference latitude for computation of the Coriolis parameter.
In the case of the beta plangpgphiOcorresponds to the center of the domain. Finally,
the special casgphgr.meshk5 corresponds to a beta plane in a rotated domain for the
GYRE configuration, representing a classical mid-latitude double gyre system. The rota-
tion allows us to maximize the jet length relative to the gyre areas (and the number of grid
points).

The choice of the grid must be consistent with the boundary conditions specified by
the parametgperio (seet8).

Output Grid files

All the arrays relating to a particular ocean model configuration (grid-point position,
scale factors, masks) can be saved in filearifmsh # 0 (namelist parameter). This
can be particularly useful for plots and off-line diagnostics. In some cases, the user may
choose to make a local modification of a scale factor in the code. This is the case in global
configurations when restricting the width of a specific strait (usually a one-grid-point strait
that happens to be too wide due to insufficient model resolution). An example is Gibraltar
Strait in the ORCA2 configuration. When such modifications are done, the output grid
written whennn_msh=£ 0 is no more equal to the input grid.

Domain : Vertical Grid (domzgr.Foomodule)

&namzgr ! vertical coordinate

|
In_zco = false. ! z-coordinate - full steps (TIF) ("key_zco" may also be defined)
In_zps = .true. ! z-coordinate - partial steps (T/IF)
In_sco = false. ! s- or hybrid z-s-coordinate (T/IF)

/

&namdom ! space and time domain (bathymetry, mesh, timestep)
|
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FIG. 4.5 - The ocean bottom as seen by the modelz-@)ordinate with full step,

(b) z-coordinate with partial step, (g}coordinate : terrain following representa-
tion, (d) hybrids — = coordinate, (e) hybrid — = coordinate with partial step,
and (f) same as (e) but with variable volume associated with the non-linear free
surface. Note that the variable volume opti&ey vvl) can be used with any of

the 5 coordinates (a) to (e).

nn_bathy 1 ! compute (=0) or read(=1) the bathymetry file

nn_closea = 0 ! closed seas and lakes are removed (=0) or kept (=1) from the ORCA domain
nn_msh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
rn_e3zps_min= 20. ! the thickness of the partial step is set larger than the minimum
rn_e3zps_rat= 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)

1
rn_rdt = 5760. ! time step for the dynamics (and tracer if nacc=0) ==> 5760
nn_baro = 64 ! number of barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
rn_atfp = 0.1 I asselin time filter parameter
nn_acc = 0 I acceleration of convergence : =1 used, rdt < rdttra(k)

! =0, not used, rdt = rdttra

rn_rdtmin = 28800. ! minimum time step on tracers (used if nacc=1)
rm_rdtmax = 28800. ! maximum time step on tracers (used if nacc=1)
rn_rdth = 800. ! depth variation of tracer time step (used if nacc=1)

In the vertical, the model mesh is determined by four things : (1) the bathymetry given
in meters; (2) the number of levels of the modek]; (3) the analytical transformation
z(i,7, k) and the vertical scale factors (derivatives of the transformation); and (4) the
masking system,.e. the number of wet model levels at eaghj) column of points.

The choice of a vertical coordinate, even if it is made through a namelist parameter,
must be done once of all at the beginning of an experiment. It is not intended as an option
which can be enabled or disabled in the middle of an experiment. Three main choices are
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offered (Fig.4.3ato c) :z-coordinate with full step bathymetrin(zco=true),z-coordinate

with partial step bathymetryr(_zps=true), or generalized-coordinate lh_sco=true). Hy-
bridation of the three main coordinates are available z or s— zps coordinate (Fig4.3d
and4.3e). When using the variable volume optikey_vvl) (i.e. non-linear free surface),

the coordinate follow the time-variation of the free surface so that the transformation is
time dependentz(i, j, k, t) (Fig. 4.3f). This option can be used with full step bathymetry

or s-coordinate (hybride and partial step coordinates have not yet been tested in NEMO
v2.3).

Contrary to the horizontal grid, the vertical grid is computed in the code and no pro-
vision is made for reading it from a file. The only input file is the bathymetry (in meters)
(bathy meter.ng 2. After reading the bathymetry, the algorithm for vertical grid definition
differs between the different options :

zco set a reference coordinate transformatigk), and set (i, j, k,t) = zo(k).

zps set a reference coordinate transformatigtk), and calculate the thickness of the
deepest level at eadh, j) point using the bathymetry, to obtain the final three-
dimensional depth and scale factor arrays.

sco smooth the bathymetry to fulfil the hydrostatic consistency criteria and set the three-
dimensional transformation.

s-zand s-zps smooth the bathymetry to fulfil the hydrostatic consistency criteria and set
the three-dimensional transformatieft, j, k), and possibly introduce masking of
extra land points to better fit the original bathymetry file

Generally, the arrays describing the grid point depths and vertical scale factors are
three dimensional arrays, j, k). In the special case afcoordinates with full step bot-
tom topography, it is possible to define those arrays as one-dimensional, in order to save
memory. This is performed by defining they_zco C-Pre-Processor (CPP) key. To im-
prove the code readability while providing this flexibility, the vertical coordinate and scale
factors are defined as functions(efj, k) with "fs” as prefix (examplesfsdept, fse3etc)
that can be either three-dimensional arrays, or a one dimensional arraykeyn@nois
defined. These functions are defined in thedibenzgrsubstitute.h9®f the DOM direc-
tory. They are used throughout the code, and replaced by the corresponding arrays at the
time of pre-processing (CPP capability).

Meter Bathymetry

Three options are possible for defining the bathymetry, according to the namelist va-
riablenn_bathy:

nn_bathy= 0 a flat-bottom domain is defined. The total deptl(jpk) is given by the
coordinate transformation. The domain can either be a closed basin or a periodic
channel depending on the paramgperio.

2N.B. in full stepz-coordinate, dathylevel.ncfile can replace thbathy meter.ndile, so that
the computation of the number of wet ocean point in each water column is by-passed
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nn_bathy= -1 a domain with a bump of topography one third of the domain width at the
central latitude. This is meant for the "EEL-R5” configuration, a periodic or open
boundary channel with a seamount.

nn_bathy=1 read a bathymetry. Theathy meter.ncfile (Netcdf format) provides the
ocean depth (positive, in meters) at each grid point of the model grid. The bathyme-
try is usually built by interpolating a standard bathymetry prodagt ETOPO2)
onto the horizontal ocean mesh. Defining the bathymetry also defines the coastline :
where the bathymetry is zero, no model levels are defined (all levels are masked).

When a global ocean is coupled to an atmospheric model it is better to represent all
large water bodies (e.g, great lakes, Caspian sea...) even if the model resolution does not
allow their communication with the rest of the ocean. This is unnecessary when the ocean
is forced by fixed atmospheric conditions, so these seas can be removed from the ocean
domain. The user has the option to set the bathymetry in closed seas to zejp3&gpe
but the code has to be adapted to the user’s configuration.

z-coordinate (n_zco=.true. or key_zco) and reference coordinate

The reference coordinate transformatigiik) defines the arraygdept, andgdepwy
for ¢t- andw-points, respectively. As indicated on Fgl.3jpk is the number ofv-levels.
gdepwy(1) is the ocean surface. There are at njpktl ¢-points inside the ocean, the
additionalt-point atjk = jpk is below the sea floor and is not used. The vertical loca-
tion of w- andt¢-levels is defined from the analytic expression of the deptl) whose
analytical derivative with respect to provides the vertical scale factors. The user must
provide the analytical expression of bathand its first derivative with respect to This
is done in routinelomzgr.F9Ghrough statement functions, using parameters provided in
thepar_oce.h9(ile.

Itis possible to define a simple regular vertical grid by giving zero stretcipipadr=0).
In that case, the parametgpk (number ofw-levels) andpphmax(total ocean depth in
meters) fully define the grid.

For climate-related studies it is often desirable to concentrate the vertical resolution
near the ocean surface. The following function is proposed as a standarg¢ooadinate
(with either full or partial steps) :

20(k) = hsur — ho k — hy log[cosh ((k — hen)/her) ]

0 (4.13)
(k) = |~ho — hy tanh ((k — he) /her)|
wherek = 1 to jpk for w-levels andk = 1to k = 1 for T—levels. Such an expression
allows us to define a nearly uniform vertical location of levels at the ocean top and bottom
with a smooth hyperbolic tangent transition in between (Eig.2.

The most used vertical grid for ORCA2 h&a8 m (500 m) resolution in the surface
(bottom) layers and a depth which varies from 0 at the sea surface to a minimum of
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FIG. 4.6 — Default vertical mesh for ORCAZ2 : 30 ocean levels (L30). Vertical level
functions for (a) T-point depth and (b) the associated scale factor as computed
from (4.13 using @.14) in z-coordinate.

—5000 m. This leads to the following conditions :
es(141/2) = 10.
es(jpk — 1/2) = 500.
z(1) =
z(jpk) =

(4.14)
—5000.

With the choice of the stretchinly., = 3 and the number of leveipk=31, the four
coefficientshgy,, ho, h1, andhy, in (4.13 have been determined such thétl{) is sa-
tisfied, through an optimisation procedure using a bisection method. For the first standard
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ORCA2 vertical grid this led to the following values,,,. = 4762.96, hy = 255.58, hy =
245.5813, andhy, = 21.43336. The resulting depths and scale factors as a function of the
model levels are shown in Fig.3.2and given in Tabl&.3.2 Those values correspond to
the parametermgpsur, ppaQ ppal, ppkthin the parameter filpar_oce.F90
Rather than entering parametérs,., ho, andh; directly, it is possible to recalculate
them. In that case the user sefsurE=ppaC=ppal=pp.to_be computedin par_oce.F90
and specifies instead the four following parameters :
— ppacr=h,, : stretching factor (nondimensional). The larggacr, the smaller the
stretching. Values fror to 10 are usual.
— ppkthehy, @ is approximately the model level at which maximum stretching occurs
(nondimensional, usually of order 1/2 or 2/3jpk)
— ppdzmin minimum thickness for the top layer (in meters)
— pphmax total depth of the ocean (meters).
As an example, for thé5 layers used in the DRAKKAR configuration those parameters
are :jpk=46, ppacr=9, ppkth=23.563 ppdzmir6m, pphmax5750m.

4.3.3 z-coordinate with partial step (In_zps=.true.)

&namdom ! space and time domain (bathymetry, mesh, timestep)
|
nn_bathy = 1 ! compute (=0) or read(=1) the bathymetry file
nn_closea = 0 ! closed seas and lakes are removed (=0) or kept (=1) from the ORCA domain
nn_msh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
rn_e3zps_min= 20. ! the thickness of the partial step is set larger than the minimum
rn_e3zps_rat= 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
]
rn_rdt = 5760. ! time step for the dynamics (and tracer if nacc=0) ==> 5760
nn_baro = 64 ! number of barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
rn_atfp = 0.1 ! asselin time filter parameter
nn_acc = 0 I acceleration of convergence : =1 used, rdt < rdttra(k)
! =0, not used, rdt = rdttra
rn_rdtmin = 28800. ! minimum time step on tracers (used if nacc=1)
r_rdtmax = 28800. ! maximum time step on tracers (used if nacc=1)
rn_rdth = 800. ! depth variation of tracer time step (used if nacc=1)

In z-coordinate partial step, the depths of the model levels are defined by the reference
analytical functiorz( (k) as described in the previous sectierceptin the bottom layer.
The thickness of the bottom layer is allowed to vary as a function of geographical location
(A, ) to allow a better representation of the bathymetry, especially in the case of small
slopes (where the bathymetry varies by less than one level thickness from one grid point
to the next). The reference layer thicknessphave been defined in the absence of bathy-
metry. With partial steps, layers from 1juk-2 can have a thickness smaller thap(jk).
The model deepest layejpk-1) is allowed to have either a smaller or larger thickness
thanes,(jpk) : the maximum thickness allowed 2s« es.(jpk — 1). This has to be kept
in mind when specifying the maximum degiphmaxin partial steps : for example, with
pphmax= 5750 m for the DRAKKAR 45 layer grid, the maximum ocean depth allowed
is actually6000 m (the default thicknesss; (jpk — 1) being250 m). Two variables in the
namdom namelist are used to define the partial step vertical grid. The mimimum water
thickness (in meters) allowed for a cell partially filled with bathymetry at level jk is the
minimum ofrn_e3zpsmin (thickness in meters, usual®p m) or es;(jk) * rn_e3zpsrat
(a fraction, usually 10%, of the default thicknesgs(jk)).
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LEVEL gdept | gdepw e3t| e3w
1 5.00 0.00| 10.00| 10.00
2 15.00| 10.00| 10.00| 10.00
3 25.00| 20.00| 10.00| 10.00
4 35.01| 30.00| 10.01| 10.00
5 45.01| 40.01| 10.01| 10.01
6 55.03| 50.02| 10.02| 10.02
7 65.06| 60.04| 10.04| 10.03
8 75.13| 70.09| 10.09| 10.06
9 85.25| 80.18| 10.17| 10.12
10 95.49| 90.35| 10.33| 10.24
11 105.97| 100.69| 10.65| 10.47
12 116.90| 111.36| 11.27| 10.91
13 128.70| 122.65| 12.47| 11.77
14 142.20| 135.16| 14.78| 13.43
15 158.96/ 150.03| 19.23| 16.65
16 181.96| 169.42| 27.66| 22.78
17 216.65| 197.37| 43.26| 34.30
18 272.48| 241.13| 70.88| 55.21
19 364.30| 312.74| 116.11| 90.99
20 511.53| 429.72| 181.55| 146.43
21 732.20| 611.89| 261.03| 220.35
22 1033.22| 872.87| 339.39| 301.42
23 1405.70| 1211.59| 402.26| 373.31
24 1830.89| 1612.98| 444.87| 426.00
25 2289.77| 2057.13| 470.55| 459.47
26 2768.24| 2527.22| 484.95| 478.83
27 3257.48| 3011.90| 492.70| 489.44
28 3752.44| 3504.46| 496.78| 495.07
29 4250.40| 4001.16| 498.90| 498.02
30 4749.91| 4500.02| 500.00| 499.54
31 5250.23| 5000.00| 500.56| 500.33

TAB. 4.2 — Default vertical mesh irrcoordinate for 30 layers ORCA2 configura-
tion as computed from4(13 using the coefficients given i@ (14)
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Add a figure here of pstep especially at last ocean level

s-coordinate (In_sco=true)

!

&namzgr_sco ! s-coordinate or hybrid z-s-coordinate

|
rn_sbot_min = 300. ! minimum depth of s-bottom surface (>0) (m)
rn_sbot_max = 5250. ! maximum depth of s-bottom surface (= ocean depth) (>0) (m)
rn_theta = 6.0 ! surface control parameter (O<=theta<=20)
rn_thetb = 0.75 I bottom control parameter (0O<=thetb<= 1)
rn_rmax = 0.15 ! maximum cut-off r-value allowed (O<r_max<1)
In_s_sigma = .false. ! hybrid s-sigma coordinates
rm_bb = 0.8 ! stretching with s-sigma
m_hc = 150.0 ! critical depth with s-sigma

/

In s-coordinate Key_scois defined), the depth and thickness of the model levels are de-
fined from the product of a depth field and either a stretching function or its derivative,
respectively :

2(k) = h(i,
eg(k)

whereh is the depth of the last-level (zo(k)) defined at the-point location in the
horizontal andzy(k) is a function which varies frond at the sea surface tb at the
ocean bottom. The depth fieldis not necessary the ocean depth, since a mixed step-like
and bottom-following representation of the topography can be used4Eie). In the
example providedzgr_scoroutine, sealomzgr.F9Q / is a smooth envelope bathymetry
and steps are used to represent sharp bathymetric gradients.

A new flexible stretching function, modified frofhis provided as an example :

‘7) (4.15)
J

h(i, j)

Z|
Z

z=he+ (h—he) cs)
_[tanh (0 (s + b)) — tanh (6 b)] (4.16)
o(s) = 2 sinh (0)

whereh, is the thermocline depth arfdandb are the surface and bottom control parame-
ters such thab < 0 < 20, and0 < b < 1. b has been designed to allow surface and/or
bottom increase of the vertical resolution (Fig3.4.

z*- or s*-coordinate (add key wvl)

This option is described in the Report by Leviétral. (2007), available on thlEMO
web site.

level bathymetry and mask

Whatever the vertical coordinate used, the model offers the possibility of representing
the bottom topography with steps that follow the face of the model cells (step like topo-
graphy) ?]. The distribution of the steps in the horizontal is defined in a 2D integer array,
mbathy, which gives the number of ocean levéls. (those that are not masked) at each



4.3. Domain : Vertical Grid (domzgj 61

FIG. 4.7 — Examples of the stretching function applied to a sea mont; from left to
right : surface, surface and bottom, and bottom intensified resolutions

t-point. mbathy is computed from the meter bathymetry using the definiton of gdept as
the number ot-points which gdep& bathy.

Modifications of the model bathymetry are performed inlibectl routine (seelomzgr.F90
module) after mbathy is computed. Isolated grid points that do not communicate with ano-
ther ocean point at the same level are eliminated.

From thembathyarray, the mask fields are defined as follows :

1 if K < mbathy(i,j)
0 if Kk <mbathy(i, j)
i+ 1,5,k
1,7+ 1,k
1+ 1,7,
i+1,7,

tmask(i, j, k) = {

umask(i, j, k) = tmask(i,j, k) * tmask

vmask(i, j, k) = tmask(i, j, k) * tmask

)
)
k)
k)

~—~ I~~~

(i,J,k)
fmask(i, j, k) = tmask(i,j, k) * tmask
(4,5, k)

x tmask(i, 7, k) * tmask

Note thatwmaskis not defined as it is exactly equal tmaskwith the numerical
indexing used{ 4.1.3. Moreover, the specification of closed lateral boundaries requires
that at least the first and last rows and columns ofnbi@thyarray are set to zero. In the
particular case of an east-west cyclical boundary conditidmathyhas its last column
equal to the second one and its first column equal to the last but one (and so too the mask
arrays) (se€ 8.2).
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Using the representation described in Chépseveral semi-discrete space forms of
the tracer equations are available depending on the vertical coordinate used and on the
physics used. In all the equations presented here, the masking has been omitted for sim-
plicity. One must be aware that all the quantities are masked fields and that each time a
mean or difference operator is used, the resulting field is multiplied by a mask.

The two active tracers are potential temperature and salinity. Their prognostic equa-
tions can be summarized as follows :

NXT = ADV + LDF + ZDF + SBC(+QSR) (+BBC) (+BBL) (+DMP)

NXT stands for next, referring to the time-stepping. From left to right, the terms on the
rhs of the tracer equations are the advection (ADV), the lateral diffusion (LDF), the verti-
cal diffusion (ZDF), the contributions from the external forcings (SBC : Surface Boundary
Condition, QSR : penetrative Solar Radiation, and BBC : Bottom Boundary Condition),
the contribution from the bottom boundary Layer (BBL) parametrisation, and an inter-
nal damping (DMP) term. The terms QSR, BBC, BBL and DMP are optional. The ex-
ternal forcings and parameterisations require complex inputs and complex calculations
(e.g. bulk formulae, estimation of mixing coefficients) that are carried out in the SBC,
LDF and ZDF modules and described in chaptats9 and§10, respectively. Note that
tranpc.F9Q the non-penetrative convection module, although (temporarily) located in the
NEMO/OPA/TRA directory, is described with the model vertical physics (ZDF).

In the present chapter we also describe the diagnostic equations used to compute the
sea-water properties (density, Brunt-\&#s frequency, specific heat and freezing point
with associated modulesbn2.F90ocfzpt.F90andphycst.FI).

The different options available to the user are managed by namelist logicals or CPP
keys. For each equation tertth, the namelist logicals ada_trattt_xxx wherexxxis a 3
or 4 letter acronym corresponding to each optional scheme. The CPP key (when it exists)
is key_trattt . The equivalent code can be found in tin&ttt or trattt_xxx module, in the
NEMO/OPA/TRA directory.

The user has the option of extracting each tendency term on the rhs of the tracer
equation for outputkey_trdtra is defined), as described in Chd
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Tracer Advection (traadv.F90

&namtra_adv ! advection scheme for tracer

1
In_traadv_cen2 = .false. ! 2nd order centered scheme
In_traadv_tvd = .true. ! TVD scheme
In_traadv_muscl = .false. ! MUSCL scheme
In_traadv_muscl2 = .false. ! MUSCL2 scheme + cen2 at boundaries
In_traadv_ubs = .false. ! UBS scheme

The advection tendency of a tracer in flux form is the divergence of the advective
fluxes. Its discrete expression is given by :

1 1
(51' [egu €3y U Tu] + (5]' [611, €3y U TU] ) - — 6k [w Tw] (51)

ADV, = -~
bt ( €3t

wherer is either T or S, andl; = ey, es; e3¢ is the volume off-cells. In purez-coordinate
(key_zcois defined), it reduces to :

1 1
( (51 [egu U Tu] + (Sj [61U v Tv] ) — —5k [w Tw] (52)
€1t et €3t

ADV, = —

since the vertical scale factors are functiong ainly, and thuss,, = e3, = e3;. The flux
form in (5.1) implicitly requires the use of the continuity equation. Indeed, it is obtained
by using the following equality V - (UT) = U - VT which results from the use of the
continuity equationV -U = 0 or d;e3 +es V -U = 0 in constant volume (default option)
or variable volumeKey_vvl defined) case, respectively. Therefore it is of paramount im-
portance to design the discrete analogue of the advection tendency so that it is consistent
with the continuity equation in order to enforce the conservation properties of the conti-
nuous equations. In other words, by replacinigy the number 1 ing.1) we recover the
discrete form of the continuity equation which is used to calculate the vertical velocity.
The key difference between the advection schemes availatN&MO is the choice
made in space and time interpolation to define the value of the tracer at the velocity points
(Fig.5.2).
Along solid lateral and bottom boundaries a zero tracer flux is automatically specified,
since the normal velocity is zero there. At the sea surface the boundary condition depends
on the type of sea surface chosen :

linear free surface : the first level thickness is constant in time : the vertical boundary
condition is applied at the fixed surfaee= 0 rather than on the moving surface
z = n. There is a hon-zero advective flux which is set for all advection schemes as
Tw|k:1/2 = Tx—1, i.e. the product of surface velocity (at= 0) by the first level
tracer value.

non-linear free surface : (key_wvl is defined) convergence/divergence in the first ocean
level moves the free surface up/down. There is no tracer advection through it so
that the advective fluxes through the surface are also zero
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i-1 1-1/2

FIG. 5.1 — Schematic representation of some ways used to evaluate the tracer
value atu-point and the amount of tracer exchanged between two neighbouring
grid points. Upsteam biased scheme (ups) : the upstream value is used and the
black area is exchanged. Piecewise parabolic method (ppm) : a parabolic interpo-
lation is used and the black and dark grey areas are exchanged. Monotonic ups-
tream scheme for conservative laws (muscl) : a parabolic interpolation is used and
black, dark grey and grey areas are exchanged. Second order scheme (cen2) : the
mean value is used and black, dark grey, grey and light grey areas are exchanged.
Note that this illustration does not include the flux limiter used in ppm and muscl
schemes.

In all cases, this boundary condition retains local conservation of tracer. Global conser-
vation is obtained in both rigid-lid and non-linear free surface cases, but not in the linear
free surface case. Nevertheless, in the latter case, it is achieved to a good approximation
since the non-conservative term is the product of the time derivative of the tracer and the
free surface height, two quantities that are not correlated§a@e2 and alsd???).

The velocity field that appears i8.0) and 6.2) is the centredr{ow) eulerianocean
velocity (see Chagg). When eddy induced velocitgiy) parameterisation is used it is the
now effectiverelocity (i.e. the sum of the eulerian and eiv velocities) which is used.

The choice of an advection scheme is made imidni@ traadvnamelist, by setting to
true one and only one of the logicdls_traadv xxx The corresponding code can be found
in thetraadv xxx.F90module, wherexxis a 3 or 4 letter acronym corresponding to each
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scheme. Details of the advection schemes are given below. The choice of an advection
scheme is a complex matter which depends on the model physics, model resolution, type
of tracer, as well as the issue of numerical cost.

Note that (1) cen2, cend and TVD schemes require an explicit diffusion operator while
the other schemes are diffusive enough so that they do not require additional diffusion;
(2) cen2, cen4, MUSCL2, and UBS are mutsitiveschemes , implying that false ex-
trema are permitted. Their use is not recommended on passive tracers; (3) It is highly
recommended that the same advection-diffusion scheme is used on both active and pas-
sive tracers. Indeed, if a source or sink of a passive tracer depends on an active one, the
difference of treatment of active and passive tracers can create very nice-looking frontal
structures that are pure numerical artefacts.

not sure whether 3 is still relevant after TRA-TRC branch is merged in ?

2" order centred scheme (cen2)lif_traadv.cen2=true)

In the centred second order formulation, the tracer at velocity points is evaluated as

the mean of the two neighbourifi¢-point values. For example, in thedirection :
reen2 — 2 (5.3)

The scheme is non diffusivé.¢. it conserves the tracer varianee?) but dispersive
(i.e. it may create false extrema). It is therefore notoriously noisy and must be used in
conjunction with an explicit diffusion operator to produce a sensible solution. The asso-
ciated time-stepping is performed using a leapfrog scheme in conjunction with an Asselin
time-filter, soT in (5.3) is thenowtracer value. The centered second order advection is
computed in theraadv.cen2.F90module. In this module, it is advantageous to combine
the cen2scheme with an upstream scheme in specific areas which require a strong diffu-
sion in order to avoid the generation of false extrema. These areas are the vicinity of large
river mouths, some straits with coarse resolution, and the vicinity of ice coveriagea (
when the ocean temperature is close to the freezing point). This combined scheme has
been included for specific grid points in the ORCA2 and ORCA4 configurations only.

Note that using the cen2 scheme, the overall tracer advection is of second order accu-
racy since bothq.1) and 6.3) have this order of accuracy.

4" order centred scheme (cen4)lif_traadv.cen4=true)

In the4?" order formulation (to be implemented), tracer values are evaluated at velo-
city points as @' order interpolation, and thus depend on the four neighbodripgints.
For example, in the-direction :

. i+1/2
reend —p 2§, [5i+1/2[TH ©9

u 6

Inegative values can appear in an initially strictly positive tracer field which is advected
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Strictly speaking, the cen4 scheme is not'a order advection scheme but44
order evaluation of advective fluxes, since the divergence of advective flhigss(kept
at2"? order. The phrase4*” order scheme” used in oceanographic literature is usually
associated with the scheme presented here. Introduding 4" order advection scheme
is feasible but, for consistency reasons, it requires changes in the discretisation of the
tracer advection together with changes in both the continuity equation and the momentum
advection terms.

A direct consequence of the pseudo-fourth order nature of the scheme is that it is not
non-diffusive, i.e. the global variance of a tracer is not preserved gsing Furthermore,
it must be used in conjunction with an explicit diffusion operator to produce a sensible
solution. The time-stepping is also performed using a leapfrog scheme in conjunction with
an Asselin time-filter, s@" in (5.4) is thenowtracer.

At aT-grid cell adjacent to a boundary (coastline, bottom and surface), an additional
hypothesis must be made to evaluafg™. This hypothesis usually reduces the order
of the scheme. Here we choose to set the gradierft atross the boundary to zero.
Alternative conditions can be specified, such as a reduction to a second order scheme for
these near boundary grid points.

Total Variance Dissipation scheme (TVD)I{_traadv_tvd=true)

In the Total Variance Dissipation (TVD) formulation, the tracer at velocity points is
evaluated using a combination of an upstream and a centred scheme. For example, in the
i-direction :

ups _ {Tz‘+1 if w2 <0

+1/2 (5.5)

7,ftvd _ lejps + Cu (TgenQ _ 7_prs)
wherec, is a flux limiter function taking values between 0 and 1. There exist many ways
to definec,, each corresponding to a different total variance decreasing scheme. The one
chosen ilNEMOis described ir?. ¢, only departs fromi when the advective term pro-
duces a local extremum in the tracer field. The resulting scheme is quite expensive but
positive It can be used on both active and passive tracers. This scheme is tested and com-
pared with MUSCL and the MPDATA scheme ™ note that in this paper it is referred to
as "FCT” (Flux corrected transport) rather than TVD. The TVD scheme is implemented
in thetraadv_tvd.F90module.

For stability reasons (s€€7?), 7¢"? is evaluated ing.5) using thenowtracer while
74" is evaluated using thieeforetracer. In other words, the advective part of the scheme
is time stepped with a leap-frog scheme while a forward scheme is used for the diffusive
part.
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Monotone Upstream Scheme for Conservative Laws (MUSCL)
(In_traadv.musckT)
The Monotone Upstream Scheme for Conservative Laws (MUSCL) has been imple-

mented by?. In its formulation, the tracer at velocity points is evaluated assuming a linear
tracer variation between twB-points (Fig5.1). For example, in theé-direction :

1 U At\ — .
o 4= (1 _ Z+1/2> 8i7_ if 'U;Z'+]_/2 Z 0
s 2 €lu
T = At 50
L wnp A o i g1 <0
Tit1/2 g \ LT el it1/2T W Uiy <
U

where(?Tr is the slope of the tracer on which a limitation is imposed to ensurpdbiive
character of the scheme.

The time stepping is performed using a forward scheme, that isefogetracer field
is used to evaluate]*.

For an ocean grid point adjacent to land and where the ocean velocity is directed
toward land, two choices are available : an upstream fluxtréadv.muscktrue) or a
second order fluxlf_traadv.musclZtrue). Note that the latter choice does not ensure
the positive character of the scheme. Only the former can be used on both active and
passive tracers. The two MUSCL schemes are implemented itrahadv tvd.F90and
traadv tvd2.F90modules.

Upstream-Biased Scheme (UBSn(traadv.ubs=true)

The UBS advection scheme is an upstream-biased third order scheme based on an
upstream-biased parabolic interpolation. It is also known as the Cell Averaged QUICK
scheme (Quadratic Upstream Interpolation for Convective Kinematics). For example, in
thei-direction :

pubs _ /2 1 { T ff Uiy1y2 2 0 5.7)
6 | 7741 0 w12 <0
wherer”; = &; [0;41/2 [7]]-

This results in a dissipatively dominant (i.e. hyper-diffusive) truncation efjoifhe
overall performance of the advection scheme is similar to that reportediins a rela-
tively good compromise between accuracy and smoothness. It ispugivescheme,
meaning that false extrema are permitted, but the amplitude of such are significantly re-
duced over the centred second order method. Nevertheless it is not recommended that it
should be applied to a passive tracer that requires positivity.

The intrinsic diffusion of UBS makes its use risky in the vertical direction where the
control of artificial diapycnal fluxes is of paramount importance. Therefore the vertical
flux is evaluated using the TVD scheme whertraadv_ubs=true.
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For stability reasons (sé@?), the first term in $.7) (which corresponds to a second
order centred scheme) is evaluated usingrtbe tracer (centred in time) while the se-
cond term (which is the diffusive part of the scheme), is evaluated usinggfloestracer
(forward in time). This choice is discussed Byn the context of the QUICK advection
scheme. UBS and QUICK schemes only differ by one coefficient. Replacing 1/6 with 1/8
in (5.7) leads to the QUICK advection schen®.[This option is not available through a
namelist parameter, since the 1/6 coefficient is hard coded. Nevertheless it is quite easy to
make the substitution in theaadv_.ubs.F90module and obtain a QUICK scheme.

Four different options are possible for the vertical component used in the UBS scheme.
7Ubs can be evaluated using eith@) a centred™? order scheme, ¢fb) a TVD scheme,
or (¢) an interpolation based on conservative parabolic splines following ittnglemen-
tation of UBS in ROMS, ofd) a UBS. The3™ case has dispersion properties similar to
an eighth-order accurate conventional scheme. The current reference version uses method
b)

Note that :

(1) When a high vertical resolutian(1m) is used, the model stability can be control-
led by vertical advection (not vertical diffusion which is usually solved using an implicit
scheme). Computer time can be saved by using a time-splitting technique on vertical ad-
vection. Such a technique has been implemented and validated in ORCAO5 with 301
levels. It is not available in the current reference version.

(2) Itis straightforward to rewrites(7) as follows :

1 + 775 if w, >0
L TR T oo (5.8)
12 — T i+1 if ui+1/2 <0
or equivalently
i+1/2
ubs 1 1 1 9
Uitz T = Uir1p T — ¢ 8i [0i41/2(T1] - §’U\i+1/2 5 Siy1s2[m7:]  (5.9)

(5.8) has several advantages. Firstly, it clearly reveals that the UBS scheme is based on
the fourth order scheme to which an upstream-biased diffusion term is added. Secondly,
this emphasises that th&" order part (as well as th2”¢ order part as stated above)
has to be evaluated at thewtime step using.7). Thirdly, the diffusion termis in fact a
biharmonic operator with an eddy coefficient which is simply proportional to the velocity :

Alm = — L 1,3 |u|. Note that NEMO v3.3 still use$(7), not (.9).

5.1.6 QUICKEST scheme (QCK) [n_traadv.qck=true)

The Quadratic Upstream Interpolation for Convective Kinematics with Estimated
Streaming Terms (QUICKEST) scheme propose@ Isthe third order Godunov scheme.
It is associated with the ULTIMATE QUICKEST limitef]. It has been implemented in
NEMO by G. Reffray (MERCATOR-ocean) and can be found inttaadv.qck.F90mo-
dule. The resulting scheme is quite expensivepngitive It can be used on both active
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and passive tracers. However, the intrinsic diffusion of QCK makes its use risky in the
vertical direction where the control of artificial diapycnal fluxes is of paramount impor-
tance. Therefore the vertical flux is evaluated using the CEN2 scheme. This no longer
guarantees the positivity of the scheme. The use of TVD in the vertical direction (as for
the UBS case) should be implemented to restore this property.

Piecewise Parabolic Method (PPM)ri_traadv_ppm=true)

The Piecewise Parabolic Method (PPM) proposed by Colella and Woodward (1984)
reference ? is based on a quadradic piecewise construction. Like the QCK scheme, it is as-
sociated with the ULTIMATE QUICKEST limiter7]. It has been implemented REMO
by G. Reffray (MERCATOR-ocean) but is not yet offered in the reference version 3.3.

Tracer Lateral Diffusion (traldf.F90)

&namtra_ldf ! lateral diffusion scheme for tracer
1

! Type of the operator :
In_traldf_lap = .true. ! laplacian operator

In_traldf_bilap = .false. ! bilaplacian operator
! Direction of action :
In_traldf_level = .false. ! iso-level
In_traldf_hor = false. ! horizontal (geopotential) (require "key_ldfslp" when In_sco=T)
In_traldf_iso = .true. ! iso-neutral (require "key_ldfslp")
! Coefficient
rn_aht_0 = 2000. ! horizontal eddy diffusivity for tracers [m2/s]
rn_ahtb_0 = 0. ! background eddy diffusivity for Idf_iso [m2/s]
rn_aeiv_0 = 2000. ! eddy induced velocity coefficient [m2/s] (require "key_traldf_eiv")

The options available for lateral diffusion are a laplacian (rotated or not) or a bihar-
monic operator, the latter being more scale-selective (more diffusive at small scales). The
specification of eddy diffusivity coefficients (either constant or variable in space and time)
as well as the computation of the slope along which the operators act, are performed in
theldftra.F90 andldfslp.F90modules, respectively. This is described in Craplhe la-
teral diffusion of tracers is evaluated using a forward schéragthe tracers appearing in
its expression are thieeforetracers in time, except for the pure vertical component that
appears when a rotation tensor is used. This latter term is solved implicitly together with
the vertical diffusion term (seg??).

Iso-level laplacian operator (lap) I _traldf_lap=true)

A laplacian diffusion operatori{. a harmonic operator) acting along the model sur-
faces is given by :

1 €9y € e e
i IT Z2u ©3u 1T €1v €3v
DT = ﬁ ((51 |:Au 1w 52+1/2[T]:| + (S] |:A,U e 5]+1/2[T]:| ) (510)

whereb;=e1; eor e3¢ IS the volume of-cells. It is implemented in th&aadv.lap.F90
module.
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This lateral operator is computedtialdf_lap.F9Q It is ahorizontaloperator {.e. ac-
ting along geopotential surfaces) in thecoordinate with or without partial steps, but
is simply an iso-level operator in thecoordinate. It is thus used when, in addition
to In_traldf_lap=true, we havdn_traldf_levelktrue orIn_traldf_hor=In_zco=true. In both
cases, it significantly contributes to diapycnal mixing. It is therefore not recommended.
Note that (a) In the pure-coordinate Key_zcois defined)es,=es,=est, SO that the
vertical scale factors disappear froq10 ; (b) In the partial step-coordinatelh_zps-true),
tracers in horizontally adjacent cells are located at different depths in the vicinity of the
bottom. In this case, horizontal derivatives %110 at the bottom level require a specific
treatment. They are calculated in thgshde.F9®nodule, described if5.9.

Rotated laplacian operator (iso)lq _traldf_lap=true)

The general form of the second order lateral tracer subgrid scale ph2<3€stakes
the following semi-discrete space forminands-coordinates :

1 r €9 €30 ——i+1/2,k
D,llT = { 52 AZT< 2@ 3 6i+1/2[T] — €2y Tlu 6k+1/2[T] >:|

1lu

r €1y €30 :j+1/27k}
+ (5] AaT ( 162 3 5j+1/2[T] — €1v T2 5k+1/2[T] >:|

—i,k+1/2
+ O, Ag <_ €2w Tw 5i+1/2 [T] (511)

J.k+1/2
— €lw Mw 5j+1/2

€1w €2uw
b 2 a3) 5k+1/2[T]>} }

€3w

whereb;=e1; eo; e3; IS the volume ofl'-cells,r; andr;, are the slopes between the surface
of computation £- or s-surfaces) and the surface along which the diffusion operator acts
(z.e. horizontal or iso-neutral surfaces). It is thus used when, in addititm ti@ldf_lap=
true, we havén_traldf_iso=true, or bothn_traldf_hor=true andn_zco=true. The way these
slopes are evaluated is given§f.2 At the surface, bottom and lateral boundaries, the
turbulent fluxes of heat and salt are set to zero using the mask techniq8.(§ee

The operator in§.11) involves both lateral and vertical derivatives. For numerical sta-
bility, the vertical second derivative must be solved using the same implicit time scheme as
that used in the vertical physics ($ge3). For computer efficiency reasons, this termis not
computed in theraldf_iso.F90module, but in thérazdf.F90module where, if iso-neutral
mixing is used, the vertical mixing coefficient is simply increasedllgf—w (r%w + r%w).

This formulation conserves the tracer but does not ensure the decrease of the tracer
variance. Nevertheless the treatment performed on the slope§djsakows the model
to run safely without any additional background horizontal diffusieln An alternative
scheme developed /which preserves both tracer and its variance is also available in
NEMO (In_traldf_grif =true). A complete description of the algorithm is given in A3.
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Note that in the partial stepcoordinatelf_zps=true), the horizontal derivatives at the
bottom level in .11) require a specific treatment. They are calculated in module zpshde,
described irt5.9.

Iso-level bilaplacian operator (bilap) [n_traldf_bilap=true)

The lateral fourth order bilaplacian operator on tracers is obtained by app8/it@ (
twice. The operator requires an additional assumption on boundary conditions : both first
and third derivative terms normal to the coast are set to zero. It is used when, in addi-
tion to In_traldf_bilap=true, we havdn_traldf_levektrue, or bothin_traldf_hor=true and
In_zco=false. In both cases, it can contribute diapycnal mixing, although less than in the
laplacian case. It is therefore not recommended.

Note that in the code, the bilaplacian routine does not call the laplacian routine twice
but is rather a separate routine that can be found irirtliéf_bilap.FOOmodule. This is
due to the fact that we introduce the eddy diffusivity coefficient, A, in the operator as :
V-V (AV - VT), instead of-V - aV (V - aVT) wherea = /]A] andA < 0. This was
a mistake : both formulations ensure the total variance decrease, but the former requires a
larger number of code-lines.

Rotated bilaplacian operator (bilapg) (n_traldf_bilap=true)

The lateral fourth order operator formulation on tracers is obtained by applyibd) (
twice. It requires an additional assumption on boundary conditions : first and third deriva-
tive terms normal to the coast, normal to the bottom and normal to the surface are set to
zero. It can be found in thealdf_bilapg.F9Q

It is used when, in addition th_traldf_bilap=true, we haven_traldf_iso= .true, or
bothIn_traldf_hor=true andn_zcco=true. This rotated bilaplacian operator has never been
seriously tested. There are no guarantees that it is either free of bugs or correctly formu-
lated. Moreover, the stability range of such an operator will be probably quite narrow,
requiring a significantly smaller time-step than the one used with an unrotated operator.

Tracer Vertical Diffusion (trazdf.F90

&namzdf ! vertical physics
1
rn_avmO = 1.2e-4 ! vertical eddy viscosity = [m2/s] (background Kz if not "key_zdfcst")
rn_avt0 = 12e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
nn_avb = 0 I profile for background avt & avm (=1) or not (=0)
nn_havtb = 0 ! horizontal shape for avtb (=1) or not (=0)
In_zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)
nn_evdm = 0 ! evd apply on tracer (=0) or on tracer and momentum (=1)
rn_avevd = 100. ! evd mixing coefficient [m2/s]
In_zdfnpc = .false. I Non-Penetrative algorithm (T) or not (F)
nn_npc = 1 ! frequency of application of npc
nn_npcp = 365 ! npc control print frequency
In_zdfexp = false. ! time-stepping: split-explicit (T) or implicit (F) time stepping
nn_zdfexp = 3 I number of sub-timestep for In_zdfexp=T
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The formulation of the vertical subgrid scale tracer physics is the same for all the
vertical coordinates, and is based on a laplacian operator. The vertical diffusion operator
given by @.36) takes the following semi-discrete space form :

1 AvT
D%T = e— 5k’ |: 5k+1/2[T] :|

3 Avﬁ‘; (5.12)
DF = L6 [ 250051

€3t €3w

where A¥T and AYS are the vertical eddy diffusivity coefficients on temperature and sa-
linity, respectively. Generallyd®” = A5 except when double diffusive mixing is para-
meterisedd.e. key_zdfddm is defined). The way these coefficients are evaluated is given
in §10 (ZDF). Furthermore, when iso-neutral mixing is used, both mixing coefficients are
increased by =2 (r},, + r3,) to account for the vertical second derivative 5fi(J).

At the surface and bottom boundaries, the turbulent fluxes of heat and salt must be
specified. At the surface they are prescribed from the surface forcing and added in a dedi-
cated routine (se€5.4.1), whilst at the bottom they are set to zero for heat and salt unless
a geothermal flux forcing is prescribed as a bottom boundary conditio3%s&8.

The large eddy coefficient found in the mixed layer together with high vertical resolu-
tion implies that in the case of explicit time steppitg_¢dfexgtrue) there would be too
restrictive a constraint on the time step. Therefore, the default implicit time stepping is pre-
ferred for the vertical diffusion since it overcomes the stability constraint. A forward time
differencing schemelr{_zdfexptrue) using a time splitting techniquar(zdfexp> 1)
is provided as an alternative. Namelist variadlezdfexpand nn_zdfexpapply to both
tracers and dynamics.

External Forcing

Surface boundary condition {rasbc.F9Q

The surface boundary condition for tracers is implemented in a separate module
(trasbc.F9Q instead of entering as a boundary condition on the vertical diffusion ope-
rator (as in the case of momentum). This has been found to enhance readability of the
code. The two formulations are completely equivalent ; the forcing terms in trasbc are the
surface fluxes divided by the thickness of the top model layer.

Due to interactions and mass exchange of waiéf.(;) with other Earth system
componentsi(e. atmosphere, sea-ice, land), the change in the heat and salt content of
the surface layer of the ocean is due both to the heat and salt fluxes crossing the sea
surface (not linked withF,,,,ss) and to the heat and salt content of the mass exchange.
the following does not apply to the release to which this documentation is attached and
so should not be included .... In a forthcoming release, these two parts, computed in the
surface module (SBC), will be included directly 4,5, the surface heat flux angl,;;,
the surface salt flux. The specification of these fluxes is further detailed in the SBC chapter
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(see§7). This change will provide a forcing formulation which is the same for any tracer
(including temperature and salinity).

In the current version, the situation is a little bit more complicated. The surface mo-
dule sbcmod.F90sees7) provides the following forcing fields (used on tracers) :

* Q,.s, the non-solar part of the net surface heat flux that crosses the sea surface (i.e.
the difference between the total surface heat flux and the fraction of the short wave flux
that penetrates into the water column, §8&1.2

e emp the mass flux exchanged with the atmosphere (evaporation minus precipitation)

e empy, an equivalent mass flux taking into account the effect of ice-ocean mass
exchange

o rnf, the mass flux associated with runoff ($&e6for further detail of how it acts on
temperature and salinity tendencies)

Theemp, field is not simply the budget of evaporation-precipitation+freezing-melting
because the sea-ice is not currently embedded in the ocean but levitates above it. There is
no mass exchanged between the sea-ice and the ocean. Instead we only take into account
the salt flux associated with the non-zero salinity of sea-ice, and the concentration/dilution
effect due to the freezing/melting (F/M) process. These two parts of the forcing are then
converted into an equivalent mass flux givendoyp, — emp As a result of this mess, the
surface boundary condition on temperature and salinity is applied as follows :

In the nonlinear free surface casey vvl is defined) :

1 t
Fl'= ———— (Qns —empCy T|,_,)
Po Cp €3t|k;:1 g =1 (5 13)
1 t )
FS=————  ((emp;—emp S[,_,)
Po e3t|k=1
In the linear free surface cadeef/_vvl not defined) :
1
Fr = Qnst
pO CP 63t|l€:1 (5 14)
1 ——t )
FS= —— emp; S|,_
Do €3t|k:1 ( 3 |k:71)

wherez! means that is averaged over two consecutive time stépst/2 andt+At/2).
Such time averaging prevents the divergence of odd and even time stgg)(see

The two set of equations5(13 and 6.14), are obtained by assuming that the tempe-
rature of precipitation and evaporation are equal to the ocean surface temperature and that
their salinity is zero. Therefore, the heat content oféhgobudget must be added to the
temperature equation in the variable volume case, while it does not appear in the constant
volume case. Similarly, thempbudget affects the ocean surface salinity in the constant
volume case (through the concentration dilution effect) while it does not appears expli-
citly in the variable volume case since salinity change will be induced by volume change.
In both constant and variable volume cases, surface salinity will change with ice-ocean
salt flux and F/M flux (both contained emp; — emp without mass exchanges.
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Note that the concentration/dilution effect due to F/M is computed using a constantice
salinity as well as a constant ocean salinity. This approximation suppresses the correlation
betweenSSSand F/M flux, allowing the ice-ocean salt exchanges to be conservative.
Indeed, if this approximation is not made, even if the F/M budget is zero on average over
the whole ocean domain and over the seasonal cycle, the associated salt flux is not zero,
since sea-surface salinity and F/M flux are intrinsically correlated (BigBare found
where freezing is strong whilst lo®SSs usually associated with high melting areas).

Even using this approximation, an exact conservation of heat and salt content is only
achieved in the variable volume case. In the constant volume case, there is a small im-
balance associated with the prod@étn — emp + SSS Nevertheless, the salt content
variation is quite small and will not induce a long term drift as there is no physical reason
for (0yn — emp andSSSo be correlated?]. Note that, while quite small, the imbalance
in the constant volume case is larger than the imbalance associated with the Asselin time
filter [?]. This is the reason why the modified filter is not applied in the constant volume
case.

Solar Radiation Penetration {raqsr.F90

&namtra_qsr ! penetrative solar radiation
1.
! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! ‘'yearly’/ ! weights ! rotation !
! ! ! (f <0 months) ! name ! (logical) ! (T/F) ! 'monthly’ ! filename ! pairing !
sn_chl = 'chlorophyll’, -1. , 'CHLA’ .true. , .true. , ‘'yearly’ ,” , "
cn_dir = ! root directory for the location of the runoff files
In_tragsr = .true. I Light penetration (T) or not (F)
In_gsr_rgb = .true. ! RGB (Red-Green-Blue) light penetration
In_gsr_2bd = .false. ! 2 bands light penetration
In_gsr_bio = .false. ! bio-model light penetration
nn_chldta = 0 I RGB : Chl data (=1) or cst value (=0)
rn_abs = 0.58 ! RGB & 2 bands: fraction of light (rn_sil)
rn_sio = 035 ! RGB & 2 bands: shortess depth of extinction
rn_sil = 23.0 ! 2 bands: longest depth of extinction
rn_si2 = 62.0 ! 3 bands: longest depth of extinction (for blue waveband & 0.01 mg/m2 Chl)

When the penetrative solar radiation option is usedlkgsr=true), the solar radiation
penetrates the top few tens of meters of the ocean. If it is not lrsdbkgsr=false) all the
heat flux is absorbed in the first ocean level. Thus, in the former case a term is added to
the time evolution equation of temperatugl(d and the surface boundary condition is
modified to take into account only the non-penetrative part of the surface heat flux :

orT 1 ol

—_— =+ — =
ot poCpes Ok (5.15)
Qns = QTotaI - er

whereQ),, is the penetrative part of the surface heat flux. ¢he shortwave radiation) and
I is the downward irradiancel (Z:n = Q). The additional term ing.15 is discretized

as follows :
1 ol 1

Po Cp €3 % - Po Cp €3t
The shortwave radiatior),,., consists of energy distributed across a wide spectral
range. The ocean is strongly absorbing for wavelengths longer than 700 nm and these

Ok [Lw] (5.16)
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wavelengths contribute to heating the upper few tens of centimetres. The fractipn of

that resides in these almost non-penetrative wavebdids,~ 58% (specified through
namelist parameten_abg. It is assumed to penetrate the ocean with a decreasing expo-
nential profile, with an e-folding depth scalg, of a few tens of centimetres (typically

& = 0.35 m set asrn_si0 in the namtragsr namelist). For shorter wavelengths (400-

700 nm), the ocean is more transparent, and solar energy propagates to larger depths where
it contributes to local heating. The way this second part of the solar energy penetrates into
the ocean depends on which formulation is chosen. In the simple 2-waveband light pene-
tration schemeli§_gsr_2bd=true) a chlorophyll-independent monochromatic formulation

is chosen for the shorter wavelengths, leading to the following expresgion [

I(2) = Qs [Re—z/fo +(1-R)e /S (5.17)

where¢; is the second extinction length scale associated with the shorter wavelengths. It
is usually chosen to be 23 m by setting tinesiO namelist parameter. The set of default
values {y, &1, R) corresponds to a Type | water in Jerlov’s (1968) classification (oligotro-
phic waters).

Such assumptions have been shown to provide a very crude and simplistic represen-
tation of observed light penetration profilés ¢ee also Fig.4.2. Light absorption in the
ocean depends on particle concentration and is spectrally sel&dtie shown that an ac-
curate representation of light penetration can be provided by a 61 waveband formulation.
Unfortunately, such a model is very computationally expensive. Thiaye constructed
a simplified version of this formulation in which visible light is split into three wavebands :
blue (400-500 nm), green (500-600 nm) and red (600-700nm). For each wave-band, the
chlorophyll-dependent attenuation coefficient is fitted to the coefficients computed from
the full spectral model o? (as modified by?), assuming the same power-law relation-
ship. As shown in Figh.4.2 this formulation, called RGB (Red-Green-Blue), reproduces
quite closely the light penetration profiles predicted by the full spectal model, but with
much greater computational efficiency. The 2-bands formulation does not reproduce the
full model very well.

The RGB formulation is used when_gsr.rgb=true. The RGB attenuation coeffi-
cients (.e. the inverses of the extinction length scales) are tabulated over 61 nonuni-
form chlorophyll classes ranging from 0.01 to 10 g.Chl/L (see the rottmecergb in
trc_oce.F90module). Three types of chlorophyll can be chosen in the RGB formulation :
(1) a constant 0.05 g.Chl/L value everywheme_€hdta=0) ; (2) an observed time varying
chlorophyll (\n_chdta=1) ; (3) simulated time varying chlorophyll by TOP biogeochemi-
cal model [n_gsr_bio=true). In the latter case, the RGB formulation is used to calculate
both the phytoplankton light limitation in PISCES or LOBSTER and the oceanic heating
rate.

The trend in .16 associated with the penetration of the solar radiation is added to
the temperature trend, and the surface heat flux is modified in rautigsr. F9Q

When thez-coordinate is preferred to thecoordinate, the depth af—levels does
not significantly vary with location. The level at which the light has been totally absorbed
(i.e. itis less than the computer precision) is computed once, and the trend associated with
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FiG. 5.2 — Penetration profile of the downward solar irradiance calculated
by four models. Two waveband chlorophyll-independent formulation (blue), a
chlorophyll-dependent monochromatic formulation (green), 4 waveband RGB
formulation (red), 61 waveband Morel (1988) formulation (black) for a chloro-

phyll concentration of (a) Chl=0.05 mgfmand (b) Chl=0.5 mg/rh From?.

the penetration of the solar radiation is only added down to that level. Finally, note that
when the ocean is shallow:(200 m), part of the solar radiation can reach the ocean floor.

In this case, we have chosen that all remaining radiation is absorbed in the last ocean level
(i.e. I is masked).

Bottom Boundary Condition ¢rabbc.F90- key_bbc)

Usually it is assumed that there is no exchange of heat or salt through the ocean bot-
tom,i.e. a no flux boundary condition is applied on active tracers at the bottom. This is the
default option inNEMO, and it is implemented using the masking technique. However,
there is a non-zero heat flux across the seafloor that is associated with solid earth cooling.
This flux is weak compared to surface fluxes (a mean global valae @il W/m? [?]),
but it is systematically positive positive definite ? and acts on the densest water masses.
Taking this flux into account in a global ocean model increases the deepest overturning
cell (i.e. the one associated with the Antarctic Bottom Water) by a few Sverdfjps [

The presence of geothermal heating is controlled by the namelist paramegeoflx
When this parameter is set to 1, a constant geothermal heating is introduced whose va-
lue is given by thenn_geoflxcst, which is also a namelist parameter. When it is set to 2,

a spatially varying geothermal heat flux is introduced which is provided ig&uther-
mal heating.ndNetCDF file (Fig5.4.3.
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FIG. 5.3 — Geothermal Heat flux (imW.m2) used by?. It is inferred from the
age of the sea floor and the formulae?of

Bottom Boundary Layer (trabbl.F90 - key_trabbl)

|
&nambbl ! bottom boundary layer scheme
|

nn_bbl_ldf = 1 ! diffusive bbl (=1) or not (=0)

nn_bbl_adv = 0 ! advective bbl (=1/2) or not (=0)

rn_ahtbbl = 1000. ! lateral mixing coefficient in the bbl [m2/s]
rn_gambbl = 10. ! advective bbl coefficient [s]

In a z-coordinate configuration, the bottom topography is represented by a series of
discrete steps. This is not adequate to represent gravity driven downslope flows. Such
flows arise either downstream of sills such as the Strait of Gibraltar or Denmark Strait,
where dense water formed in marginal seas flows into a basin filled with less dense wa-
ter, or along the continental slope when dense water masses are formed on a continental
shelf. The amount of entrainment that occurs in these gravity plumes is critical in deter-
mining the density and volume flux of the densest waters of the ocean, such as Antarctic
Bottom Water, or North Atlantic Deep Water-coordinate models tend to overestimate
the entrainment, because the gravity flow is mixed vertically by convection as it goes
"downstairs” following the step topography, sometimes over a thickness much larger than
the thickness of the observed gravity plume. A similar problem occurs isttio®rdinate
when the thickness of the bottom level varies rapidly downstream of a?kilahd the
thickness of the plume is not resolved.

The idea of the bottom boundary layer (BBL) parameterisation, first introduc@d by
is to allow a direct communication between two adjacent bottom cells at different levels,
whenever the densest water is located above the less dense water. The communication
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can be by a diffusive flux (diffusive BBL), an advective flux (advective BBL), or both.

In the current implementation of the BBL, only the tracers are modified, not the veloci-
ties. Furthermore, it only connects ocean bottom cells, and therefore does not include the
improvements introduced

Diffusive Bottom Boundary layer gin_bbl_Idf =1)

When applying sigma-diffusiorkéy_trabbl defined andin_bbl_Idf set to 1), the dif-
fusive flux between two adjacent cells at the ocean floor is given by

F, = A7 V,T (5.18)

with V, the lateral gradient operator taken between bottom cells Adntthe lateral dif-
fusivity in the BBL. Following?, the latter is prescribed with a spatial dependeneein
the conditional form

Abbl if Vgp -VH <0
A7 (i,j,t) = (5.19)
0 otherwise

where Ay, is the BBL diffusivity coefficient, given by the namelist parametemhtbbl
and usually set to a value much larger than the one used for lateral mixing in the open
ocean. The constraint irb (19 implies that sigma-like diffusion only occurs when the
density above the sea floor, at the top of the slope, is larger than in the deeper ocean
(see green arrow in Fi§.5.2. In practice, this constraint is applied separately in the two
horizontal directions, and the density gradient5rilQ is evaluated with the log gradient
formulation :

Vop/p=aV,T+ V.S (5.20)

wherep, o and are functions of”, §” andH”, the along bottom mean temperature,
salinity and depth, respectively.

Advective Bottom Boundary Layer oin_bbl_adw= 1 or 2)

"downsloping flow” has been replaced by "downslope flow” in the following if this is
not what is meant then "downwards sloping flow” is also a possibility”

When applying an advective BBIn_bbl_adv= 1 or 2), an overturning circulation is
added which connects two adjacent bottom grid-points only if dense water overlies less
dense water on the slope. The density difference causes dense water to move down the
slope.

nn_bbl.adv= 1 : the downslope velocity is chosen to be the Eulerian ocean velocity
just above the topographic step (see black arrow insEgd [?]. It is a conditional ad-
vection that is, advection is allowed only if dense water overlies less dense water on the
slope (.e. V,p - VH < 0) and if the velocity is directed towards greater depth. (
U-VH > 0).
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FiG. 5.4 — Advective/diffusive Bottom Boundary Layer. The BBL parameterisa-
tion is activated whep;, is larger tharp;/;. .. Red arrows indicate the additional
overturning circulation due to the advective BBL. The transport of the downslope
flow is defined either as the transport of the bottom ocean cell (black arrow), or as
a function of the along slope density gradient. The green arrow indicates the diffu-
sive BBL flux directly connectingup andkdwn ocean bottom cells. connection

nn_bbl_adv= 2 : the downslope velocity is chosen to be proportiond tothe density
difference between the higher cell and lower cell densitisTlhe advection is allowed
only if dense water overlies less dense water on the slbpeV,p - VH < 0). For
example, the resulting transport of the downslope flow, here i-thection (Fig5.5.2,
is simply given by the following expression :

Ap .
Uppy = ¥ §——€1u MAN (€3ukup, €3ukduwn ) (5.21)
o
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wherey, expressed in seconds, is the coefficient of proportionality providet.gambb)

a namelist parameter, akdpandkdwnare the vertical index of the higher and lower cells,
respectively. The parametershould take a different value for each bathymetric step, but
for simplicity, and because no direct estimation of this parameter is available, a uniform
value has been assumed. The possible valueg fange between 1 and) s [?7].

Scalar properties are advected by this additional trangpfjt v},) using the upwind
scheme. Such a diffusive advective scheme has been chosen to mimic the entrainment bet-
ween the downslope plume and the surrounding water at intermediate depths. The entrain-
ment is replaced by the vertical mixing implicit in the advection scheme. Let us consider
as an example the case displayed in &f2where the density at levét, kup) is lar-
ger than the one at levél, kdwn). The advective BBL scheme modifies the tracer time
tendency of the ocean cells near the topographic step by the downslopé 8y the
horizontal 6.23 and the upwardH.24) return flows as follows :

atdew = at kdw b bbl (Tkup dew) (522)
tkdw

8tT‘lju]D = at lcup b,S bbl <Tkup Tk:up) (523)
tkup

and fork = kdw — 1, ..., kup:

U
aTd = 9,58 + bbbl (T,i,+1 T,jh) (5.24)
tk

whereb; is theT-cell volume.
Note that the BBL transporfy;;,, vir,), is available in the model outputs. It has to be
used to compute the effective velocity as well as the effective overturning circulation.

Tracer damping (tradmp.F90

&namtra_dmp ! tracer: T & S newtonian damping ('key_tradmp’)
|

nn_hdmp = -1 ! horizontal shape =-1, damping in Med and Red Seas only
! =XX, damping poleward of XX degrees (XX>0)
! + F(distance-to-coast) + Red and Med Seas
nn_zdmp = 1 ! vertical shape =0 damping throughout the water column
! =1 no damping in the mixing layer (kz criteria)
! =2 no damping in the mixed layer (rho crieria)

rn_surf = 50. ! surface time scale of damping [days]

rn_bot = 360. I bottom time scale of damping [days]

rn_dep = 800. ! depth of transition between rn_surf and rn_bot [meters]
nn_file = 1 ! create a damping.coeff NetCDF file (=1) or not (=0)

In some applications it can be useful to add a Newtonian damping term into the tem-
perature and salinity equations :

or

o -7 (T -1T5)

oS (5.25)
o = =7 (8= 5)



5.7

5.7. Tracer time evolution franxt) 83

where~ is the inverse of a time scale, afiy and.S, are given temperature and salinity
fields (usually a climatology). The restoring term is added wkeyntradmp is defined.
It also requires that botkey_dtatem andkey_dtasal are definedi(e. thatT, andS, are
read). The restoring coefficientis a three-dimensional array initialized by the user in
routinedtacof also located in modulgadmp.F90

The two main cases in which 25 is used arga) the specification of the boundary
conditions along artificial walls of a limited domain basin gbjithe computation of the
velocity field associated with a givéftS field (for example to build the initial state of a
prognostic simulation, or to use the resulting velocity field for a passive tracer study). The
first case applies to regional models that have artificial walls instead of open boundaries.
In the vicinity of these wallsy takes large values (equivalent to a time scale of a few days)
whereas it is zero in the interior of the model domain. The second case corresponds to the
use of the robust diagnostic methdd. It allows us to find the velocity field consistent
with the model dynamics whilst having, S field close to a given climatological field
(T,, S,)- The time scale associated with is generally not a constant but spatially varying
in order to respect other properties. For example, it is usually set to zero in the mixed
layer (defined either on a density 8y, criterion) [?] and in the equatorial regior?P?
since these two regions have a short time scale of adjustment; while smalterused
in the deep ocean where the typical time scale is |6fjglp addition the time scale is
reduced (even to zero) along the western boundary to allow the model to reconstruct its
own western boundary structure in equilibrium with its physics. The choice of the shape
of the Newtonian damping is controlled by two namelist paramé&@endnn_.zdmp The
former allows us to specify : the width of the equatorial band in which no damping is
applied; a decrease in the vicinity of the coast; and a damping everywhere in the Red
and Med Seas. The latter sets whether damping should act in the mixed layer or not. The
time scale associated with the damping depends on the depth as a hyperbolic tangent, with
rn_surf as surface valuen_botas bottom value and a transition depthrofdep

The robust diagnostic method is very efficient in preventing temperature drift in inter-
mediate waters but it produces artificial sources of heat and salt within the ocean. It also
has undesirable effects on the ocean convection. It tends to prevent deep convection and
subsequent deep-water formation, by stabilising the water column too much.

An example of the computation of for a robust diagnostic experiment with the
ORCA2 model is provided in theeadmp.F90module (subroutineditacof and cofdis
which compute the coefficient and the distance to the bathymetry, respectively). These
routines are provided as examples and can be customised by the user.

Tracer time evolution tranxt.F90)

&namdom ! space and time domain (bathymetry, mesh, timestep)

1
nn_bathy = 1 I compute (=0) or read(=1) the bathymetry file
nn_closea = 0 I closed seas and lakes are removed (=0) or kept (=1) from the ORCA domain
nn_msh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
rn_e3zps_min= 20. ! the thickness of the partial step is set larger than the minimum

rn_e3zps_rat= 0.1 ! of e3zps_min and e3zps_rat * e3t  (N.B. 0<e3zps_rat<l)
!
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rn_rdt = 5760. ! time step for the dynamics (and tracer if nacc=0) ==> 5760
nn_baro = 64 ! number of barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
rn_atfp = 0.1 ! asselin time filter parameter
nn_acc = 0 I acceleration of convergence : =1 used, rdt < rdttra(k)
! =0, not used, rdt = rdttra
rn_rdtmin = 28800. ! minimum time step on tracers (used if nacc=1)
rn_rdtmax = 28800. ! maximum time step on tracers (used if nacc=1)
rn_rdth = 800. ! depth variation of tracer time step (used if nacc=1)

The general framework for tracer time stepping is a modified leap-frog scHgme [
i.e. athree level centred time scheme associated with a Asselin time filt§B (6f.

(ea )" T2 = (eg )™ +2 At eb, RHS

— 5.26
(e3tT)§‘ = (e3:T)" +-y (estT)l} At _ 2(e3 1) + (egtT)H'At} ( )

N [QtJrAt/Z _ Qtht/Z}

where RHS is the right hand side of the temperature equation, the subgagiotes
filtered values;y is the Asselin coefficient, anfl is the total forcing applied off" (i.e.
fluxes plus content in mass exchangesis initialized asrn_atfp (namelist parameter).
Its default value isn_atfp=10—3. Note that the forcing correction term in the filter is not
applied in linear free surfacdk(vvi=false) (se€5.4.1 Not also that in constant volume
case, the time stepping is performedBmot on its contentes; T

When the vertical mixing is solved implicitly, the update of thexttracer fields
is done in moduldrazdf.F90 In this case only the swapping of arrays and the Asselin
filtering is done in thaéranxt.F90module.

In order to prepare for the computation of thexttime step, a swap of tracer arrays
is performed 74! = Tt andT* = Ty.

Equation of State eosbn2.F9)

&nameos ! ocean physical parameters
|
nn_eos = 0 ! type of equation of state and Brunt-Vaisala frequency
! = 0, UNESCO (formulation of Jackett and McDougall (1994) and of McDougall (1987) )
! = 1, linear: rho(T) = rau0 * ( 1.028 - ralpha * T )
! = 2, linear: rho(T,S) = rau0 * ( rbeta * S - ralpha * T )
rn_alpha = 2.e-4 | thermal expension coefficient (neos= 1 or 2)
rn_beta = 0.001 ! saline expension coefficient (neos= 2)

/

Equation of State (in_eos= 0, 1 or 2)

It is necessary to know the equation of state for the ocean very accurately to deter-
mine stability properties (especially the Brunt-\&#frequency), particularly in the deep
ocean. The ocean seawater volumic masabusively called density, is a non linear empi-
rical function ofin situtemperature, salinity and pressure. The reference equation of state
is that defined by the Joint Panel on Oceanographic Tables and Star@jattla/fs the
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standard equation of state used in early releases of OPA. However, even though this com-
putation is fully vectorised, it is quite time consumirig ¢o 20% of the total CPU time)

since it requires the prior computation of tinesitu temperature from the modpbtential
temperature using th€]polynomial for adiabatic lapse rate and‘a order Runge-Kutta
integration scheme. Since OPA6, we have use@ grguation of state for seawater instead.

It allows the computation of thim situ ocean density directly as a function pdtential
temperature relative to the surface (d&BEMO variable), the practical salinity (another
NEMOvariable) and the pressure (assuming no pressure variation along geopotential sur-
faces;.e. the pressure in decibars is approximated by the depth in meters). B&latiue

? equations of state have exactly the same except that the values of the various coefficients
have been adjusted ®jin order to directly use thpotentialtemperature instead of tlire
situone. This reduces the CPU time of tinesitu density computation to abo@% of the

total CPU time, while maintaining a quite accurate equation of state.

In the computer code, &ue density anomalyd, = p/p, — 1, is computed, with
po a reference volumic mass. CallealO in the code,, is defined inphycst.F90 and
a value of1,035 Kg/m3. This is a sensible choice for the reference density used in a
Boussinesqg ocean climate model, as, with the exception of only a small percentage of the
ocean, density in the World Ocean varies by no more tfariréam 1,035 kg/m? [?].

The default option (namelist parameter eos=0) is the? equation of state. Its use is
highly recommended. However, for process studies, it is often convenient to use a linear
approximation of the density. With such an equation of state there is no longer a distinc-
tion betweerin situ andpotentialdensity and both cabbeling and thermobaric effects are
removed. Two linear formulations are available : a functiof'adnly (nn_.eos=1) and a
function of both7T" andS (nn_eos=2) :

do(T) = p(T)/po— 1= 0.0285 —a T
do(T,5)=p(T,S)/po—1= S —aT
wherea and 8 are the thermal and haline expansion coefficients, @ndhe reference
volumic massrau0. (o« ands can be modified through thra_alphaandrn_betanamelist

parameters). Note that whép is a function ofl” only (hnn_eos=1), the salinity is a passive
tracer and can be used as such.

(5.27)

Brunt-Vaisala Frequency fin_eos=0, 1 or 2)

An accurate computation of the ocean stability (i.eNgofthe brunt-Vaigala frequency)
is of paramount importance as it is used in several ocean parameterisations (namely TKE,
KPP, Richardson number dependent vertical diffusion, enhanced vertical diffusion, non-
penetrative convection, iso-neutral diffusion). In particular, one must be awaréVthat
has to be computed with an situ reference. The expression fdF depends on the type
of equation of state usedif eosnamelist parameter).

For nn.eos=0 (? equation of state), th@ polynomial expression is used (with the
pressure in decibar approximated by the depth in meters) :

N? = i B (/B 6t1/2[T] = 11,2[9]) (5.28)
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where«a and g are the thermal and haline expansion coefficients. They are a function of
T2 5 — §"Y2 _ 35 ands,, with T the potentialtemperature and a salinity
anomaly. Note that bothh and G depend orpotentialtemperature and salinity which are
averaged atv-points prior to the computation instead of being computed-pbints and
then averaged te-points.

When a linear equation of state is used €0s=1 or 2, 6.28 reduces to :

N? = (8 G olS] — 0 G o[T]) (5.29)
wherea and 3 are the constant coefficients used to defined the linear equation of state

(5.27).

Specific Heatghycst.F9(

The specific heat of sea watér,, is a function of temperature, salinity and pressure
[?]. It is only used in the model to convert surface heat fluxes into surface temperature
increase and so the pressure dependence is neglected. The dependé&haado$i is
weak. For example, with' = 35 psu, C), increases from3989 to 4002 whenT’ varies from
-2°C to 31 °C. Therefore, has been chosen as a constafif = 4.10° J Kg~1 "KL
Its value is set irphycst.F90module.

Freezing Point of Seawater

The freezing point of seawater is a function of salinity and pres&lre [

Ty(S, p) = (—0.0575 +1.710523 1073 v/5 — 2.154996 104 S) S

/ (5.30)
—7.53107% p

(5.30 is only used to compute the potential freezing point of sea wateréferenced
to the surface» = 0), thus the pressure dependent terms5ir3Q (last term) have been
dropped. The freezing point is computed throtighez a FORTRAN function that can be
found ineosbn2.F90

Horizontal Derivative in zpscoordinate (zpshde.F9)

With partial bottom cellsIG_zps=true), in general, tracers in horizontally adjacent
cells live at different depths. Horizontal gradients of tracers are needed for horizontal dif-
fusion graldf.F90module) and for the hydrostatic pressure gradidpnfipg.F9Gmodule)
to be active. Before taking horizontal gradients between the tracers next to the bottom, a
linear interpolation in the vertical is used to approximate the deeper tracer as if it actually
lived at the depth of the shallower tracer point (Fag). For example, for temperature in
thei-direction the needed interpolated temperatﬁ?,ds :
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FIG. 5.5 — Discretisation of the horizontal difference and average of tracers in the
z-partial step coordinatdn( zps=true) in the casée3w, ™ — e3w}) > 0. A linear
interpolation is used to estimd‘fé“, the tracer value at the depth of the shallower
tracer point of the two adjacent bottdmpoints. The horizontal difference is then

given by :0;1 o Ty = T — T} and the average byFy, /> = (T, 72 — 1) /2.
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and the resulting forms for the horizontal difference and the horizontal average value of
T ataU-point are :

T —-T if eéful > eéw
Oip1/2T =
T T if est! <el,
(5.31)
s (T —-ThH/2 i el >e,
T =
(T —T)/2 if eitl <el,

The computation of horizontal derivative of tracers as well as of density is performed
once for all at each time step apshde.F90nodule and stored in shared arrays to be used
when needed. It has to be emphasized that the procedure used to compute the interpolated
density,p, is not the same as that used foandS. Instead of forming a linear approxima-
tion of density, we computg from the interpolated values @f and.S, and the pressure
at au-point (in the equation of state pressure is approximated by depth5ské) :

p= p(f, S, zy) Where z, = min (zrfﬁrl, zép) (5.32)

This is a much better approximation as the variatiop ofith depth (and thus pres-
sure) is highly non-linear with a true equation of state and thus is badly approximated with
a linear interpolation. This approximation is used to compute both the horizontal pressure
gradient §6.4) and the slopes of neutral surfacés.)

Note that in almost all the advection schemes presented in this Chapter, both averaging
and differencing operators appear. YBt31) has not been used in these schemes : in
contrast to diffusion and pressure gradient computations, no correction for partial steps
is applied for advection. The main motivation is to preserve the domain averaged mean
variance of the advected field when using 2ié order centred scheme. Sensitivity of the
advection schemes to the way horizontal averages are performed in the vicinity of partial
cells should be further investigated in the near future.
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Using the representation described in Chagieeveral semi-discrete space forms of
the dynamical equations are available depending on the vertical coordinate used and on
the conservation properties of the vorticity term. In all the equations presented here, the
masking has been omitted for simplicity. One must be aware that all the quantities are
masked fields and that each time an average or difference operator is used, the resulting
field is multiplied by a mask.

The prognostic ocean dynamics equation can be summarized as follows :

VOR + KEG + ZAD

NXT =
( COR+ ADV

) + HPG+ SPG+ LDF + ZDF

NXT stands for next, referring to the time-stepping. The first group of terms on the rhs of
the this equation corresponds to the Coriolis and advection terms that are decomposed into
a vorticity part (VOR), a kinetic energy part (KEG) and, either a vertical advection part
(ZAD) in the vector invariant formulation, or a Coriolis and advection part (COR+ADV)

in the flux formulation. The terms following these are the pressure gradient contributions
(HPG, Hydrostatic Pressure Gradient, and SPG, Surface Pressure Gradient) ; and contri-
butions from lateral diffusion (LDF) and vertical diffusion (ZDF), which are added to the
rhs in thedynldf.F90and dynzdf.F90modules. The vertical diffusion term includes the
surface and bottom stresses. The external forcings and parameterisations require complex
inputs (surface wind stress calculation using bulk formulae, estimation of mixing coeffi-
cients) that are carried out in modules SBC, LDF and ZDF and are described in Chapters
7,9 and10, respectively.

In the present chapter we also describe the diagnostic equations used to compute
the horizontal divergence, curl of the velocitieivcur module) and the vertical velocity
(wzvmodmodule).

The different options available to the user are managed by namelist variables. For term
ttt in the momentum equations, the logical namelist variablefadgnttt xxx, wherexxx
is a 3 or 4 letter acronym corresponding to each optional scheme. If a CPP key is used
for this term its name i&ey_ttt. The corresponding code can be found in dyattt xxx
module in the DYN directory, and it is usually computed in tlyg ttt_xxx subroutine.

The user has the option of extracting and outputting each tendency term from the 3D
momentum equationkéy_trddyn defined), as described in Chap. Furthermore, the
tendency terms associated with the 2D barotropic vorticity balance (kénetrdvor is
defined) can be derived from the 3D terms.
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6.1 Sea surface height and diagnostic variables) (¢, «,
w)

6.1.1 Horizontal divergence and relative vorticity @divcur.F90)
The vorticity is defined at aifi-point (i.e. corner point) as follows :

1
(= ey eaf (Gir1y2le2v v] = 05412 [e1u u]) 1)

The horizontal divergence is defined df'goint. It is given by :

X = o (0; [e2y €3y u] + 0; [e1, €30 V]) (6.2)
€1t €2¢ €3¢
Note that in thez-coordinate with full step (whekey_zcois defined).e3,=e3,=e3
so that these metric terms cancel &3).
Note also that although the vorticity has the same discrete expressieraind s-
coordinates, its physical meaning is not identi¢ak a pseudo vorticity along-surfaces

(only pseudo becaude, v) are still defined along geopotential surfaces, but are not ne-

cessarily defined at the same depth).
The vorticity and divergence at theforestep are used in the computation of the ho-

rizontal diffusion of momentum. Note that because they have been calculated prior to the

Asselin filtering of thebeforevelocities, thebeforevorticity and divergence arrays must

be included in the restart file to ensure perfect restartability. The vorticity and divergence
at thenowtime step are used for the computation of the nonlinear advection and of the

vertical velocity respectively.

6.1.2 Horizontal divergence and relative vorticity 6shwzv.FOD

The sea surface height is given by :

on 1
Ot~ enen ; (0 [e2u €3y u] + d; [e1v €30 v]) —

emp (6.3)
=> xeu——
A Pw

whereempis the surface freshwater budget (evaporation minus precipitation), expressed

in Kg/m?/s (which is equal to mm/s), ang,=1,000 Kg/nt is the density of pure water.
If river runoff is expressed as a surface freshwater flux §§g@¢henempcan be written

as the evaporation minus precipitation, minus the river runoff. The sea-surface height is

evaluated using exactly the same time stepping scheme as the tracer equatpng
leapfrog scheme in combination with an Asselin time filier, the velocity appearing in
(6.3 is centred in timerfowvelocity). This is of paramount importance. Replacififpy
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the numben in the tracer equation and summing over the water column must lead to the
sea surface height equation otherwise tracer content will not be cons&tved

The vertical velocity is computed by an upward integration of the horizontal diver-
gence starting at the bottom, taking into account the change of the thickness of the levels :

w‘g/z =0
t+1 t—1 6.4
Wly12 = Wli_yy2 T ese Xy — B oh
2A¢t
should e3t involve k in this equation ?

In the case of a non-linear free surfakey vvl), the top vertical velocity is-emp/ p,,,
as changes in the divergence of the barotropic transport are absorbed into the change of
the level thicknesses, re-orientated downward. In the case of a linear free surface, the time
derivative in 6.4) disappears. The upper boundary condition applies at a fixeddevel.

The top vertical velocity is thus equal to the divergence of the barotropic trangport (
the first term in the right-hand-side d.Q)).

Note also that whereas the vertical velocity has the same discrete expression in
and s-coordinates, its physical meaning is not the same : in the secondwasehe
velocity normal to thes-surfaces. Note also that ttkeaxis is re-orientated downwards in
the FORTRAN code compared to the indexing used in the semi-discrete equations such as
(6.4 (sees4.1.3.

Coriolis and Advection : vector invariant form

&namdyn_adv ! formulation of the momentum advection

|
In_dynadv_vec = .true. ! vector form (T) or flux form (F)
In_dynadv_cen2= .false. ! flux form - 2nd order centered scheme
In_dynadv_ubs = .false. ! flux form - 3rd order UBS scheme

/

The vector invariant form of the momentum equations is the one most often used
in applications of theNEMO ocean model. The flux form option (see next section) has
been present since versipnCoriolis and momentum advection terms are evaluated using
a leapfrog scheme,e. the velocity appearing in these expressions is centred in time
(nowvelocity). At the lateral boundaries either free slip, no slip or partial slip boundary
conditions are applied following Chai.

Vorticity term (dynvor.F90

&namdyn_vor ! option of physics/algorithm (not control by CPP keys)
|

In_dynvor_ene = .false. ! enstrophy conserving scheme

In_dynvor_ens = .false. ! energy conserving scheme

In_dynvor_mix = .false. ! mixed scheme

In_dynvor_een = .true. ! energy & enstrophy scheme

Four discretisations of the vorticity terrin(dynvorxxx=true) are available : conser-
ving potential enstrophy of horizontally non-divergent flow (ENS scheme); conserving
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horizontal kinetic energy (ENE scheme); conserving potential enstrophy for the rela-
tive vorticity term and horizontal kinetic energy for the planetary vorticity term (MIX
scheme) ; or conserving both the potential enstrophy of horizontally non-divergent flow
and horizontal kinetic energy (ENE scheme) (see Appef@)xThe vorticity terms are
given below for the general case, but note that in the full stepordinate Key_zcois
defined),e3,=e3,=e3s SO that the vertical scale factors disappear. The vorticity terms are
all computed in dedicated routines that can be found ird§mor.F90module.

Enstrophy conserving schemel_dynvor ens=true)

In the enstrophy conserving case (ENS scheme), the discrete formulation of the vorti-
city term provides a global conservation of the enstropfg/ f)/ess]? in s-coordinates)
for a horizontally non-divergent flowi.¢. x=0), but does not conserve the total kinetic
energy. Itis given by :

+<C+f) (elve?ﬂ) U) ’

elu \ €
A =85/ (6.5)
- (€2u €3u u)
€20 €sf

Energy conserving schemelif_dynvor ene=true)

The kinetic energy conserving scheme (ENE scheme) conserves the global kinetic
energy but not the global enstrophy. It is given by :

J
i+1/2

1 (C+f

_ o7

€lu

1 <C+f

€2v €3f

(6.6)

i
J+1/2

Mixed energy/enstrophy conserving schemer(_dynvor mix=true)

For the mixed energy/enstrophy conserving scheme (MIX scheme), a mixture of the
two previous schemes is used. It consists of the ENS sch€érit8) for the relative vorti-
city term, and of the ENE schem@.6) applied to the planetary vorticity term.

+— <C> (e1v €30 V) ! e ( / ) (e1v €30 V) 2

€lu €lu \ €3f

J . .
1 :’L+1/2, 1 - s
—— <C> (e2u €3u u) GRS <f> A

€20 \ €3f

(6.7)

7
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Energy and enstrophy conserving schemdr(_dynvor eerrtrue)

In both the ENS and ENE schemes, it is apparent that the combinatioaraf ;
averages of the velocity allows for the presence of grid point oscillation structures that will
be invisible to the operator. These structurescamputational modethat will be at least
partly damped by the momentum diffusion operatoe.(the subgrid-scale advection),
but not by the resolved advection term. The ENS and ENE schemes therefore do not
contribute to any grid point noise in the horizontal velocity field. Such noise would result
in more noise in the vertical velocity field, an undesirable feature. This is a well-known
characteristic of”-grid discretization where andwv are located at different grid points,

a price worth paying to avoid a double averaging in the pressure gradient term as in the
B-grid.

A very nice solution to the problem of double averaging was proposéd biye idea
is to get rid of the double averaging by considering triad combinations of vorticity. It is
noteworthy that this solution is conceptually quite similar to the one propose® fyr[
the discretization of the iso-neutral diffusion operator.

The ? vorticity advection scheme for a single layer is modified for spherical coordi-
nates as described to obtain the EEN scheme. First consider the discrete expression
of the potential vorticityg, defined at arf-point :

¢+

egf

(6.8)

where the relative vorticity is defined bg.Q), the Coriolis parameter is given by =
2Q sin ¢y and the layer thickness gtpoints is :
esf = az+1/2,]+1/2 (6.9)

Note that a key point ind.9) is that the averaging in the andj- directions uses the
masked vertical scale factor but is always dividedtbgot by the sum of the masks at the
four T'-points. This preserves the continuity«f; when one or more of the neighbouring
e3; tends to zero and extends by continuity the valug;@into the land areas. This feature
is essential for the-coordinate with partial steps.

Next, the vorticity triads: Q“’ can be defined at @'-point as the following triad
combinations of the nelghbourlng potential vorticities defined at f-points Fig)) :

imte 1—1 i+7 i+1
10 = 5 (e + 4+ 47 (6.10)

where the indice$, andk, take the valuess, = —1/2 or1/2 andj, = —1/2 0r1/2.
Finally, the vorticity terms are represented as :

z+1/2 ip zp i+1/2—1p
+gezv = Z Q 6111 €3v U)j+jp

Jk

ik (6.11)
_ i+

Tqesu =T Z j+1/2-5, Q) (€2u €3 )]+1p/2 ~Jp
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FIG. 6.1 — Triads used in the energy and enstrophy conserving scheme (een) for
u-component (upper panel) amecomponent (lower panel).

This EEN scheme in fact combines the conservation properties of the ENS and ENE
schemes. It conserves both total energy and potential enstrophy in the limit of horizontally
nondivergent flowd.e. x=0) (see AppendiX’?). Applied to a realistic ocean configura-
tion, it has been shown that it leads to a significant reduction of the noise in the vertical
velocity field [?]. Furthermore, used in combination with a partial steps representation of
bottom topography, it improves the interaction between current and topography, leading
to a larger topostrophy of the flo/@p].
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6.2.2 Kinetic Energy Gradient term (dynkeg.F90

As demonstrated in Append®, there is a single discrete formulation of the kinetic
energy gradient term that, together with the formulation chosen for the vertical advection
(see below), conserves the total kinetic energy :

1

2eyy, Oit1/2 {UZ + v } (6.12)

1 —i =]
“geg, b [+
v

6.2.3 Vertical advection term @dynzad.F90

The discrete formulation of the vertical advection, together with the formulation cho-
sen for the gradient of kinetic energy (KE) term, conserves the total kinetic energy. Indeed,
the change of KE due to the vertical advection is exactly balanced by the change of KE
due to the gradient of KE (see AppendiX

1 , k
ermeren T Bl
1 N (6.13)

—————77+1/2
——————— enen Y2 §ppq 0 [u]
€1v €2v €3y

6.3 Coriolis and Advection : flux form

&namdyn_adv ! formulation of the momentum advection

1.
In_dynadv_vec = .true. ! vector form (T) or flux form (F)
In_dynadv_cen2= .false. ! flux form - 2nd order centered scheme
In_dynadv_ubs = false. ! flux form - 3rd order UBS scheme

/

In the flux form (as in the vector invariant form), the Coriolis and momentum ad-
vection terms are evaluated using a leapfrog schémethe velocity appearing in their
expressions is centred in timeawvelocity). At the lateral boundaries either free slip, no
slip or partial slip boundary conditions are applied following CBap.

6.3.1 Coriolis plus curvature metric terms @dynvor.F90

In flux form, the vorticity term reduces to a Coriolis term in which the Coriolis para-
meter has been modified to account for the "metric” term. This altered Coriolis parameter
is thus discretised at-points. It is given by :

L L (9 9a
€1€9 vai uaj

1 . )
= f4 o (@Z“/?am 1o leau] —WTV25, 0 [elu]> (6.14)
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Any of the (C.13, (6.6) and (.15 schemes can be used to compute the product of
the Coriolis parameter and the vorticity. However, the energy-conserving sclaz i (
has exclusively been used to date. This term is evaluated using a leapfrog schethe,
velocity is centred in timenowvelocity).

Flux form Advection term (dynadv.F9(
The discrete expression of the advection term is given by :

( 1

i+1/2
€1u €2u €3u

]

+5k [61111 €2w wi+1/2 uuw:|>

(5i+1/2 [62u €3u ' ut] + 6]’ |:€1u €3u U

(6.15)
1

—_jt1/2 S
—_— (51' |:€2u eg w Y Uf} + 841/ [€1u €30 V' V4]
€1v €2y €3p

+6, |:61w €2w wj+1/2 va})

Two advection schemes are available2"d order centered finite difference scheme,
CEN2, or a3"¢ order upstream biased scheme, UBS. The latter is describ@dTihe
schemes are selected using the namelist logloats/nadvcen2and In_dynadvubs In
flux form, the schemes differ by the choice of a space and time interpolation to define
the value ofu andwv at the centre of each face af andv-cells,i.e. at theT-, f-, and
uw-points foru and at thef-, T- andvw-points forv.

2" order centred scheme (cen2)lif_dynadvcen2=true)

In the centere@”? order formulation, the velocity is evaluated as the mean of the two
neighbouring points :

u%en2 -7 u%en2 — HJ+1/2 uzeur}ﬂ — ﬂk+1/2 (6 16)
UcenQ _ @z+1/2 peen2 — i ,Ugian _ 51@—}—1/2

The scheme is non diffusive (i.e. conserves the kinetic energy) but dispersivié (
may create false extrema). It is therefore notoriously noisy and must be used in conjunc-
tion with an explicit diffusion operator to produce a sensible solution. The associated
time-stepping is performed using a leapfrog scheme in conjunction with an Asselin time-
filter, sou andv are thenowvelocities.

Upstream Biased Scheme (UBS)r{_dynadvubs=true)

The UBS advection scheme is an upstream biased third order scheme based on an
upstream-biased parabolic interpolation. For example, the evaluatiofofs done as
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follows :

bl

ubs i 1 {u’i_l/g if eay €z, 1 >0 (6.17)

ur =u - = 9 i st
6 |uip1y2 If €2uezau’ <0

whereu”; 1o = 0;41/2[6; [u]]. This results in a dissipatively dominante. hyper-
diffusive) truncation errory]. The overall performance of the advection scheme is similar

to that reported ir?. It is a relatively good compromise between accuracy and smooth-
ness. It is not gositivescheme, meaning that false extrema are permitted. But the ampli-
tudes of the false extrema are significantly reduced over those in the centred second order
method. As the scheme already includes a diffusion component, it can be used without
explicit lateral diffusion on momentuni.¢. In_dynldflap=In_dynldf bilap=false), and it

is recommended to do so.

The UBS scheme is not used in all directions. In the vertical, the ceftedrder
evaluation of the advection is preferreids. «“% andu%* in (6.16) are used. UBS is
diffusive and is associated with vertical mixing of momentum.

For stability reasons, the first term i6.07), which corresponds to a second order
centred scheme, is evaluated using tlogv velocity (centred in time), while the second
term, which is the diffusion part of the scheme, is evaluated usindéifigre velocity
(forward in time). This is discussed I®in the context of the Quick advection scheme.

Note that the UBS and QUICK (Quadratic Upstream Interpolation for Convective Ki-
nematics) schemes only differ by one coefficient. Replagiftgby 1/8 in (6.17) leads
to the QUICK advection schem@][ This option is not available through a namelist pa-
rameter, since th&/6 coefficient is hard coded. Nevertheless it is quite easy to make the
substitution in thelynadvubs.F90module and obtain a QUICK scheme.

Note also that in the current version @fnadvubs.F9Q there is also the possibility
of using a4 order evaluation of the advective velocity as in ROMS. This is an error and
should be suppressed soon.

Hydrostatic pressure gradient lynhpg.F9Q

&namdyn_hpg ! Hydrostatic pressure gradient option

1.
In_hpg_zco = .false. ! z-coordinate - full steps
In_hpg_zps = .true. ! z-coordinate - partial steps (interpolation)
In_hpg_sco = .false. ! s-coordinate (standard jacobian formulation)
In_hpg_hel = .false. ! s-coordinate (helsinki modification)
In_hpg_wdj = .false. I s-coordinate (weighted density jacobian)
In_hpg_djc = .false. ! s-coordinate (Density Jacobian with Cubic polynomial)
In_hpg_rot = .false. ! s-coordinate (ROTated axes scheme)
rn_gamma = 0.e0 ! weighting coefficient (wdj scheme)
In_dynhpg_imp = .false. ! time stepping: semi-implicit time scheme (T)

! centered time scheme (F)

nn_dynhpg_rst = 0 ! =1 dynhpg restartable restart or not (=0)

The key distinction between the different algorithms used for the hydrostatic pressure
gradient is the vertical coordinate used, since HPGhisr&zontalpressure gradient,e.
computed along geopotential surfaces. As a result, any tilt of the surface of the computa-
tional levels will require a specific treatment to compute the hydrostatic pressure gradient.
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The hydrostatic pressure gradient term is evaluated either using a leapfrog scheme,
i.e. the density appearing in its expression is centred in tinoav(p), or a semi-implcit
scheme. At the lateral boundaries either free slip, no slip or partial slip boundary condi-
tions are applied.

z-coordinate with full step (In_dynhpgzcac=true)

The hydrostatic pressure can be obtained by integrating the hydrostatic equation ver-
tically from the surface. However, the pressure is large at great depth while its horizontal
gradient is several orders of magnitude smaller. This may lead to large truncation errors
in the pressure gradient terms. Thus, the two horizontal components of the hydrostatic
pressure gradient are computed directly as follows :

for k = km (surface layerjk = 1 in the code)

8 h ! div1/2 [€3w m
+1/2 [p ”k:k %g 172 (e plly (6.18)
0j+1/2 [ph] }k:k =99 0j+1/2 [€3w P ‘k km
for 1 < k < km (interior layer)
| Y A e P

1
0j41/2 [ph] ’k = 0j4+1/2 [ph} ‘k_l + 59 dit1/2 [6311) Pkﬂ/ﬂ ‘k
Note that thel /2 factor in 6.18) is adequate because of the definitioregf, as the
vertical derivative of the scale factor at the surface lewet(0). Note also that in case
of variable volume levelkey_vvl defined), the surface pressure gradient is included in

(6.18 and 6.19 through the space and time variations of the vertical scale fagfor

z-coordinate with partial step (In_dynhpgzps-true)

With partial bottom cells, tracers in horizontally adjacent cells generally live at dif-
ferent depths. Before taking horizontal gradients between these tracer points, a linear in-
terpolation is used to approximate the deeper tracer as if it actually lived at the depth of
the shallower tracer point.

Apart from this maodification, the horizontal hydrostatic pressure gradient evaluated in
the z-coordinate with partial step is exactly as in the ptheoordinate case. As explained
in detail in sectiong5.9, the nonlinearity of pressure effects in the equation of state is
such that it is better to interpolate temperature and salinity vertically before computing the
density. Horizontal gradients of temperature and salinity are needed for the TRA modules,
which is the reason why the horizontal gradients of density at the deepest model level are
computed in modulepsdhe.F9@ocated in the TRA directory and describedsi 9.
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s- and z-s-coordinates

Pressure gradient formulations in sxgoordinate have been the subject of a vast num-
ber of papersd.g., ??). A number of different pressure gradient options are coded, but
they are not yet fully documented or tested.

¢ Traditional coding (see for exampfe (In_dynhpgsco=true,In_dynhpghektrue)

1 —it1/2
dit1/2 [ph} + 92 Sit1/2 [#t]

Po €1u
s (6.20)

Po €1u
1

Po €2v

0412 [ph] + g dit1/2 2]

Po €2v

Where the first term is the pressure gradient along coordinates, computedds3in (

- (6.19, andzy is the depth of th&-point evaluated from the sum of the vertical scale
factors at thew-point (es,,). The versionin_dynhpgheltrue has been added by Aike
Beckmann and involves a redefinition of the relative positioT gfoints relative tow-
points.

¢ Weighted density Jacobian (WDJ) [(In_dynhpgwdij=true)

¢ Density Jacobian with cubic polynomial scheme (DJ&)[n_dynhpgdjc=true)

¢ Rotated axes scheme (rof] [In_dynhpgrot=true)

Note that expressior6(20 is used when the variable volume formulation is activated
(key_vvl) because in that case, even with a flat bottom, the coordinate surfaces are not
horizontal but follow the free surfac@][ The other pressure gradient options are not yet
available.

Time-schemel(_dynhpgimp= true/false)

The default time differencing scheme used for the horizontal pressure gradient is a
leapfrog scheme and therefore the density used in all discrete expressions given above
is the now density, computed from theow temperature and salinity. In some specific
cases (usually high resolution simulations over an ocean domain which includes weakly
stratified regions) the physical phenomenon that controls the time-step is internal gravity
waves (IGWs). A semi-implicit scheme for doubling the stability limit associated with
IGWs can be used?/. It involves the evaluation of the hydrostatic pressure gradient as
an average over the three time levels At, t, andt + At (i.e. before now and after
time-steps), rather than at the central time lewaily, as in the standard leapfrog scheme.

e leapfrog schemdr{_dynhpgimp=true) :

uttAt _ g t—At 1
- " = ... 5. t 6.21
20t Po €1u +1/2 [ph] ( )
e semi-implicit schemelil_dynhpgimp=true) :
ult Al — gt 1 t+At t o, t—At
BT R L O A (6.22)
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The semi-implicit time schemé& (22 is made possible without significant additional
computation since the density can be updated to time tevel\t before computing the
horizontal hydrostatic pressure gradient. It can be easily shown that the stability limit
associated with the hydrostatic pressure gradient doubles &8 €ompared to that
using the standard leapfrog schenge2(). Note that 6.22) is equivalent to applying a
time filter to the pressure gradient to eliminate high frequency IGWs. Obviously, when
using 6.22, the doubling of the time-step is achievable only if no other factors control
the time-step, such as the stability limits associated with advection or diffusion.

In practice, the semi-implicit scheme is used wirenlynhpgimp=true. In this case,
we choose to apply the time filter to temperature and salinity used in the equation of state,
instead of applying it to the hydrostatic pressure or to the density, so that no additional
storage array has to be defined. The density used to compute the hydrostatic pressure
gradient (whatever the formulation) is evaluated as follows :

pt=p(T,S,z) with X =1/4 (XA 42 xt 4 xi-4% (6.23)

Note that in the semi-implicit case, it is necessary to save the filtered density, an extra
three-dimensional field, in the restart file to restart the model with exact reproducibility.
This option is controlled byn_dynhpgrst, a namelist parameter.

Surface pressure gradientdynspg.F90

inamdyn_spg ! surface pressure gradient (CPP key only)

1

| 1 explicit free surface ("key_dynspg_exp")
! ! filtered free surface ("key_dynspg_flt")

! ! split-explicit free surface ("key_dynspg_ts")

The surface pressure gradient term is related to the representation of the free surface
(§2.2). The main distinction is between the fixed volume case (linear free surface) and the
variable volume case (nonlinear free surfd@s,_vvl is defined). In the linear free surface
case §2.2.2 the vertical scale factors; are fixed in time, while they are time-dependent
in the nonlinear casg2.2.2. With both linear and nonlinear free surface, external gravity
waves are allowed in the equations, which imposes a very small time step when an explicit
time stepping is used. Two methods are proposed to allow a longer time step for the three-
dimensional equations : the filtered free surface, which is a modification of the continuous
equations (se€2(6)), and the split-explicit free surface described below. The extra term
introduced in the filtered method is calculated implicitly, so that the update of the next
velocities is done in moduléynspgflt.F90 and not indynnxt.F90

The form of the surface pressure gradient term depends on how the user wants to
handle the fast external gravity waves that are a solution of the analytical equgtign (
Three formulations are available, all controlled by a CPP keylfinspgxxx) : an explicit
formulation which requires a small time step; a filtered free surface formulation which
allows a larger time step by adding a filtering term into the momentum equation; and a
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split-explicit free surface formulation, described below, which also allows a larger time
step.

The extra term introduced in the filtered method is calculated implicitly, so that a
solver is used to compute it. As a consequence the update akittevelocities is done
in moduledynspgflt.F90 and not indynnxt.F90

Explicit free surface (keydynspg exp)

In the explicit free surface formulatiorkdy_dynspg.exp defined), the model time
step is chosen to be small enough to resolve the external gravity waves (typically a few
tens of seconds). The surface pressure gradient, evaluated using a leap-frog seheme (
centered in time), is thus simply given by :

1

0
€10 Po +1/2 [pn] (6.24)

1
5
20 0o i+1/2 [PW]

Note that in the non-linear free surface case. key_vvl defined), the surface pres-
sure gradient is already included in the momentum tendency through the level thickness
variation allowed in the computation of the hydrostatic pressure gradient. Thus, nothing
is done in thalynspgexp.F90module.

Split-Explicit free surface (keydynspg.ts)

The split-explicit free surface formulation usedNEMO (key_dynspg ts defined),
also called the time-splitting formulation, follows the one propose®byhe general
idea is to solve the free surface equation and the associated barotropic velocity equations
with a smaller time step thafit, the time step used for the three dimensional prognostic
variables (Figs.5.2. The size of the small time step,. (the external mode or barotropic
time step) is provided through thmn_baro namelist parameter ag\, = A /nn_baro.

The split-explicit formulation has a damping effect on external gravity waves, which
is weaker damping than that for the filtered free surface but still significant, as shown by
?in the case of an analytical barotropic Kelvin wave.

Filtered free surface (keydynspg flt)

The filtered formulation follows th@ implementation. The extra term introduced in
the equations (seg.2.2) is solved implicitly. The elliptic solvers available in the code are
documented i§13.

Note that in the linear free surface formulatidey_vvl not defined), the ocean depth
is time-independent and so is the matrix to be inverted. It is computed once and for all and
applies to all ocean time steps.
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t-At t t+1/2At t+ At +32M0t  t+2At
° o

FIG. 6.2 — Schematic of the split-explicit time stepping scheme for the external
and internal modes. Time increases to the right. Internal mode time steps (which
are also the model time steps) are denotetHaxt, t, t+At, andt+2At. The cur-

ved line represents a leap-frog time step, and the smaller time St&ps = %At

are denoted by the zig-zag line. The vertically integrated for®iig computed at

the model time steprepresents the interaction between the external and internal
motions. While keepin@/l and freshwater forcing field fixed, a leap-frog integra-
tion carries the external mode variables (surface height and vertically integrated
velocity) fromt¢ tot + %At using N external time steps of lengffr.. Time ave-
raging the external fields over tHeV + 1 time steps (endpoints included) centers
the vertically integrated velocity and the sea surface height at the model timestep
t + At. These averaged values are used to upligtewith both the surface pres-
sure gradient and the Coriolis force, therefore providingttheAt velocity. The
model time stepping scheme can then be achieved by a baroclinic leap-frog time
step that carries the surface height from At tot + At.

Lateral diffusion term (dynldf.F90)

|
&namdyn_|df ! lateral diffusion on momentum
1
! Type of the operator :
In_dynldf_lap = .true. ! laplacian operator
In_dynldf_bilap = .false. ! bilaplacian operator
! Direction of action :
In_dynldf_level = .false. ! iso-level
In_dynldf_hor = .true. ! horizontal (geopotential) (require "key_ldfslp" in s-coord.)
In_dynldf_iso = false. ! iso-neutral (require "key_ldfsIp")
! Coefficient
rn_ahm_0 = 40.e3 ! horizontal eddy viscosity [m2/s]
rn_ahmb_0 = 0. ! background eddy viscosity for Idf_iso [m2/s]
rn_ahm_0_blp = 0. ! horizontal bilaplacian eddy viscosity [m4/s]

The options available for lateral diffusion are to use either laplacian (rotated or not)
or biharmonic operators. The coefficients may be constant or spatially variable ; the des-
cription of the coefficients is found in the chapter on lateral physics (Chaphe lateral
diffusion of momentum is evaluated using a forward schemaethe velocity appearing
in its expression is thbeforevelocity in time, except for the pure vertical component that
appears when a tensor of rotation is used. This latter term is solved implicitly together
with the vertical diffusion term (se§??)
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At the lateral boundaries either free slip, no slip or partial slip boundary conditions
are applied according to the user’s choice (see @ap.

6.6.1 Iso-level laplacian operator I _dynldf_lap=true)

For lateral iso-level diffusion, the discrete operator is :

Dl — 6151.“/2 [Alf" X} - ——9; [Alfm 63fC}

€24 €3y

(6.25)

1
Df)U = o, it1/2 [Alzm X} +
2v

d; [Alfm €3 fC}

€1v€3v

As explained in2.5.2 this formulation (as the gradient of a divergence and curl of
the vorticity) preserves symmetry and ensures a complete separation between the vorticity
and divergence parts of the momentum diffusion. Note that in the full stgrdinate
(key_zcois defined)es, = e3, = e3y so that they cancel in the rotational part 6f15).

6.6.2 Rotated laplacian operator [nh_dynldf_iso=true)

A rotation of the lateral momentum diffusion operator is needed in several cases :
for iso-neutral diffusion in the-coordinate Ifi_dynldfiso=true) and for either iso-neutral
(In_dynidfiso=true) or geopotentialf_dynldf hor=true) diffusion in thes-coordinate. In
the partial step case, coordinates are horizontal except at the deepest level and no rota-
tion is performed whetn_dynldf hor=true. The diffusion operator is defined simply as
the divergence of down gradient momentum fluxes on each momentum component. It
must be emphasized that this formulation ignores constraints on the stress tensor such as
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symmetry. The resulting discrete representation is :

pyu___ 1
“ €1u €2u €3u
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wherer; andr; are the slopes between the surface along which the diffusion operator acts
and the surface of computatiog-(or s-surfaces). The way these slopes are evaluated is

given in the lateral physics chapter (CHajp.

6.6.3 Iso-level bilaplacian operator [nh_dynldf_bilap=true)

The lateral fourth order operator formulation on momentum is obtained by applying
(6.29 twice. It requires an additional assumption on boundary conditions : the first deri-
vative term normal to the coast depends on the free or no-slip lateral boundary conditions
chosen, while the third derivative terms normal to the coast are set to zero (se8)Chap.

6.7 Vertical diffusion term (dynzdf.F9Q

&namzdf ! vertical physics
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rn_avmO = 1l2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
rn_avt0 = 1.2e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
nn_avb = 0 ! profile for background avt & avm (=1) or not (=0)

nn_havtb = 0 ! horizontal shape for avtb (=1) or not (=0)

In_zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)

nn_evdm = 0 ! evd apply on tracer (=0) or on tracer and momentum (=1)

rn_avevd = 100. ! evd mixing coefficient [m2/s]

In_zdfnpc = .false. ! Non-Penetrative algorithm (T) or not (F)

nn_npc = 1 ! frequency of application of npc

nn_npcp = 365 ! npc control print frequency

In_zdfexp = false. ! time-stepping: split-explicit (T) or implicit (F) time stepping

nn_zdfexp = 3 ! number of sub-timestep for In_zdfexp=T

The large vertical diffusion coefficient found in the surface mixed layer together with
high vertical resolution implies that in the case of explicit time stepping there would be
too restrictive a constraint on the time step. Two time stepping schemes can be used for the
vertical diffusion term (a) a forward time differencing schemmn (zdfexgtrue) using a
time splitting techniquen(n_zdfexp> 1) or (b) a backward (or implicit) time differencing
schemelf_zdfexpfalse) (seg??). Note that namelist variablds_zdfexpandnn_zdfexp
apply to both tracers and dynamics.

The formulation of the vertical subgrid scale physics is the same whatever the vertical
coordinate is. The vertical diffusion operators given By3¢) take the following semi-
discrete space form :

o _ L [Aum
D" = Cam Ok s 5k+1/2[u]]
(6.27)
om — 1 o [AWW
D" = -~ Ok e 5k+1/2[”]}

whereAY™ and A7 are the vertical eddy viscosity and diffusivity coefficients. The way
these coefficients are evaluated depends on the vertical physics usgtiQjsee

The surface boundary condition on momentum is the stress exerted by the wind. At
the surface, the momentum fluxes are prescribed as the boundary condition on the vertical
turbulent momentum fluxes,

<Avm aU") _ (T“> (6.28)

es Ok J|._; po\Tv

where(t,, 7,) are the two components of the wind stress vector in tfje doordinate
system. The high mixing coefficients in the surface mixed layer ensure that the surface
wind stress is distributed in the vertical over the mixed layer depth. If the vertical mixing
coefficient is small (when no mixed layer scheme is used) the surface stress enters only
the top model level, as a body force. The surface wind stress is calculated in the surface
module routines (SBC, see Chép.

The turbulent flux of momentum at the bottom of the ocean is specified through a
bottom friction parameterisation (sg£0.4)
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External Forcings

Besides the surface and bottom stresses (see the above section) which are introduced
as boundary conditions on the vertical mixing, two other forcings enter the dynamical
equations.

One is the effect of atmospheric pressure on the ocean dynamics. Another forcing
term is the tidal potential. Both of which will be introduced into the reference version
soon.

Time evolution term dynnxt.F90

&namdom ! space and time domain (bathymetry, mesh, timestep)
|
nn_bathy = 1 ! compute (=0) or read(=1) the bathymetry file
nn_closea = I closed seas and lakes are removed (=0) or kept (=1) from the ORCA domain
nn_msh = 0 ! create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
rn_e3zps_min= 20. I the thickness of the partial step is set larger than the minimum
rn_e3zps_rat= 0.1 ! of e3zps_min and e3zps_rat * e3t (N.B. 0<e3zps_rat<l)
1
rn_rdt = 5760. ! time step for the dynamics (and tracer if nacc=0) ==> 5760
nn_baro = 64 ! number of barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
rn_atfp = 0.1 ! asselin time filter parameter
nn_acc = 0 ! acceleration of convergence : =1 used, rdt < rdttra(k)
! =0, not used, rdt = rditra
rn_rdtmin = 28800. ! minimum time step on tracers (used if nacc=1)
rn_rdtmax = 28800. ! maximum time step on tracers (used if nacc=1)
rn_rdth = 800. ! depth variation of tracer time step (used if nacc=1)

The general framework for dynamics time stepping is a leap-frog schesna,three
level centred time scheme associated with an Asselin time filter (cf. @hdjne scheme
is applied to the velocity, except when using the flux form of momentum advection (cf.
§6.3 in the variable volume casé&dy_vvl defined), where it has to be applied to the
thickness weighted velocity (s€a.3)

e vector invariant form or linear free surfadae.(dynhpgvec=true ;key_vvl not defi-
ned) :

u A = 7R+ 2AL RHS,

6.29
u’} =ul + Y {u;_m —2ul + ut+At} ( )
o flux form and nonlinear free surfack (dynhpgvec-false ;key_vvl defined) :
(e3q u)HAt = (esy u)?fm + 2At e3, RHS,
(6.30)

(e3y u)§c = (eguu)’ +7 {(63u u)}_m — 2 (ezuu)’ + (esu u)t+At}

where RHS is the right hand side of the momentum equation, the subd@piotes filte-
red values and is the Asselin coefficienty is initialized asnn_atfp (namelist parameter).
Its default value isin_atfp=10~3. In both cases, the modified Asselin filter is not applied
since perfect conservation is not an issue for the momentum equations.

Note that with the filtered free surface, the update of difter velocities is done
in the dynspflt.F90 module, and only array swapping and Asselin filtering is done in
dynnxt.F90
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&namsbc ! Surface Boundary Condition (surface module)
|
nn_fsbc =5 I frequency of surface boundary condition computation
! (= the frequency of sea-ice model call)
In_ana = false. ! analytical formulation (T => fill namsbc_ana )
In_flx = .false. ! flux formulation (T => fill namsbc_flx )
In_blk_clio = .true. ! CLIO bulk formulation (T => fill namsbc_clio)
In_blk_core = .false. ! CORE bulk formulation (T => fill nhamsbc_core)
In_cpl = .false. ! Coupled formulation (T => fill namsbc_cpl )
nn_ice =2 ! =0 no ice boundary condition
! =1 use observed ice-cover
! =2 ice-model used ("key_lim3" or "key_lim2)
nn_ico_cpl =0 I ice-ocean coupling : =0 each nn_fshc
! =1 stresses recomputed each ocean time step ("key_lim3" only)
! =2 combination of 0 and 1 cases ("key_lim3" only)
In_dm2dc = false. ! daily mean to diurnal cycle short wave (gsr)
In_rnf = .true. ! runoffs (T => fill namsbc_rnf)
In_ssr = .true. ! Sea Surface Restoring on T and/or S (T => fill namsbc_ssr)
nn_fwb =3 ! FreshWater Budget: =0 unchecked

! =1 global mean of e-p-r set to zero at each time step
! =2 annual global mean of e-p-r set to zero
! =3 global emp set to zero and spread out over erp area

The ocean needs six fields as surface boundary condition :

— the two components of the surface ocean stfegs 7,)

— the incoming solar and non solar heat flux€s,s , Q)

— the surface freshwater budgeimp empy)

Four different ways to provide those six fields to the ocean are available which are
controlled by namelist variables : an analytical formulationgna=true), a flux formula-
tion (In_flx=true), a bulk formulae formulation (CORE(core=true) or CLIO (n_clio=true)
bulk formulae) and a coupled formulation (exchanges with a atmospheric model via the
OASIS coupler) Ih_cpl=true). The frequency at which the six fields have to be updated
is thenf_sbcnamelist parameter. When the fields are supplied from data files (flux and
bulk formulations), the input fields need not be supplied on the model grid. Instead a file
of coordinates and weights can be supplied which maps the data from the supplied grid
to the model points (so called "Interpolation on the Fly”). In addition, the resulting fields
can be further modified using several nhamelist options. These options control the rota-
tion of vector components supplied relative to an east-north coordinate system onto the
local grid directions in the model ; the addition of a surface restoring term to observed
SST and/or SS3r(_ssr=true) ; the modification of fluxes below ice-covered areas (using
observed ice-cover or a sea-ice modeb.{ce=0,1, 2 or 3); the addition of river runoffs
as surface freshwater fluxda (nf=true) ; the addition of a freshwater flux adjustment in
order to avoid a mean sea-level driftn(ffwb= 0, 1 or 2); and the transformation of the
solar radiation (if provided as daily mean) into a diurnal cytledm2detrue).

In this chapter, we first discuss where the surface boundary condition appears in the
model equations. Then we present the four ways of providing the surface boundary condi-
tion. Next the scheme for interpolation on the fly is described. Finally, the different options
that further modify the fluxes applied to the ocean are discussed.
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Surface boundary condition for the ocean

The surface ocean stress is the stress exerted by the wind and the sea-ice on the ocean.
The two components of stress are assumed to be interpolated onto the oceahdamesh,
solved onto the model,|) direction atu- andv-points They are applied as a surface boun-
dary condition of the computation of the momentum vertical mixing tratyhZdf.F90

module) :
AU™ Uy, 1 (7,
= 7.1
( es Ok ) 2=1 Po <7—v> (7.1)

where(r,, 7,) = (utau,vtau) are the two components of the wind stress vector in the
(i,j) coordinate system.

The surface heat flux is decomposed into two parts, a non solar and a solar heat flux,
Qns and Qs,., respectively. The former is the non penetrative part of the heat flax (
the sum of sensible, latent and long wave heat fluxes). It is applied as a surface boundary
condition trend of the first level temperature time evolution equatiasiyc.F90module).

ot Pon€3tk:1

(7.2)

Qs is the penetrative part of the heat flux. It is applied as a 3D trends of the temperature
equation {raqsr.F90module) wherin_tragsr=True.

or _ Qsr
ot + poChpest

Ok 1] (7.3)

wherel,, is a hon-dimensional function that describes the way the light penetrates inside
the water column. It is generally a sum of decreasing exponential§%seé).

The surface freshwater budget is provided by fielelmpandemp, which may or may
not be identical. Indeed, a surface freshwater flux has two effects : it changes the volume
of the ocean and it changes the surface concentration of salt (and other tracers). Therefore
it appears in the sea surface height as a volume 8mp(dynspgxxx modules), and in
the salinity time evolution equations as a concentration/dilution efecp; (trasbc.F90
module).

on _
5 = + emp
(7.4)
oS em
at €3¢ k=1

In the real ocearemp= emp; and the ocean salt content is conserved, but it exist se-
veral numerical reasons why this equality should be broken. For example, when the ocean
is coupled to a sea-ice model, the water exchanged between ice and ocean is slightly
salty (mean sea-ice salinity 484 psy. In this caseemp; take into account both concen-
tration/dilution effect associated with freezing/melting and the salt flux between ice and
ocean, whileempis only the volume flux. In addition, in the current versionNEMO
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Variable description Model variable| Units | point
i-component of the surface currenssum m.s~t | U
j-component of the surface currenssv.m m.s~t |V
Sea surface temperature sstm ‘K T
Sea surface salinty sssm PSU T

TAaB. 7.1 — Ocean variables provided by the ocean to the surface module (SBC).
The variable are averaged overstic time step;.c. the frequency of computation
of surface fluxes.

, the sea-ice is assumed to be above the ocean (the so-called levitating sea-ice). Free-
zing/melting does not change the ocean volume (no impaenog but it modifies the
SSS.

Note that SST can also be modified by a freshwater flux. Precipitation (in particular
solid precipitation) may have a temperature significantly different from the SST. Due to
the lack of information about the temperature of precipitation, we assume it is equal to
the SST. Therefore, no concentration/dilution term appears in the temperature equation. It
has to be emphasised that this absence does not mean that there is no heat flux associated
with precipitation! Precipitation can change the ocean volume and thus the ocean heat
content. It is therefore associated with a heat flux (not yet diagnosed in the m@jjlel) [

The ocean model provides the surface currents, temperature and salinity averaged
overnf_sbctime-step 7.1). The computation of the mean is donestocmod.F9@nodule.

Analytical formulation (sbcana.F90module)

&namsbc_ana ! analytical surface boundary condition
1.
nn_tau0b00 = 0 ! gently increase the stress over the first ntau_rst time-steps
rn_utau0 = 05 ! uniform value for the i-stress
rn_vtau0 = 0.e0 ! uniform value for the j-stress
rm_q0 = 0.e0 ! uniform value for the total heat flux
rn_gsr0 = 0.e0 I uniform value for the solar radiation
rn_emp0 = 0.e0 ! uniform value for the freswater budget (E-P)

The analytical formulation of the surface boundary condition is the default scheme.
In this case, all the six fluxes needed by the ocean are assumed to be uniform in space.
They take constant values given in the namelist nanasiacby the variables_utauQ
rn_vtauQ rn_gnsQ rn_gsr0, andrn_empO(emp = emp;). The runoff is set to zero. In
addition, the wind is allowed to reach its nominal value within a given number of time
steps (n_.tau00Q.

If a user wants to apply a different analytical forcing, tiana.F90nodule can be
modified to use another scheme. As an exampleshizana gyre.F90routine provides
the analytical forcing for the GYRE configuration (see GYRE configuration manual, in
preparation).
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Flux formulation (sbcflx.FO0module)

|
&namsbc_flx ! surface boundary condition : flux formulation
|
! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! 'yearly’/ ! weights ! rotation !
! ! ! (if <0 months) ! name ! (logical) I (T/F) ! ’'monthly’ ! filename ! pairing !
sn_utau = 'utau’ s 24, , ‘utau’ false. , false. , 'yearly’ , " "
sn_vtau = 'vtau’ s 24. , vtau' false. , false. , 'yearly’ , "
sn_gtot = 'gtot’ s 24. , ‘qtot’ false. , false. , 'yearly’ , "
sn_qsr = 'gsr' s 24. s ‘qsr’ s false. , false. , 'yearly’ , "
sn_emp = ‘emp’ ) 24, ) ‘emp’ false. , false. , 'yearly’ , "
!
cn_dir =0 ! root directory for the location of the flux files

In the flux formulation [n_flx=true), the surface boundary condition fields are directly
read from input files. The user has to define in the namelist naffitsitioe name of the
file, the name of the variable read in the file, the time frequency at which it is given (in
hours), and a logical setting whether a time interpolation to the model time step is required
for this field). (flcLi namelist structure).

Caution : when the frequency is set to —12, the data are monthly values. These are
assumed to be climatological values, so time interpolation between December’the 15
and January the 15is done using records 12 and 1

When higher frequency is set and time interpolation is demanded, the model will try
to read the last (first) record of previous (next) year in a file having the same name but a
suffix _prev.year (nextyear) being added (e.g.1989"). These files must only contain a
single record. If they don’t exist, the model assumes that the last record of the previous
year is equal to the first record of the current year, and similarly, that the first record of
the next year is equal to the last record of the current year. This will cause the forcing to
remain constant over the first and last halffildqu hours.

Note that in general, a flux formulation is used in associated with a restoring term to
observed SST and/or SSS. S&e9.2for its specification.

Bulk formulation (sbcblk core.F90or sbeblkclio.F90 module)

In the bulk formulation, the surface boundary condition fields are computed using
bulk formulae and atmospheric fields and ocean (and ice) variables.

The atmospheric fields used depend on the bulk formulae used. Two bulk formulations
are available : the CORE and CLIO bulk formulea. The choice is made by setting to true
one of the following namelist variabldn_core andIn_clio.

Note : in forced mode, when a sea-ice model is used, a bulk formulation have to be
used. Therefore the two bulk formulea provided include the computation of the fluxes
over both an ocean and an ice surface.

CORE Bulk formulea (In_core=true, sbcblk core.F90

&namsbc_core ! namsbc_core CORE bulk formulea

|

! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! yearly’/ ! weights ! rotation !

! ! ! (if <0 months) ! name ! (logical) ! (T/F) ! 'monthly’ ! filename ! pairing !
sn_wndi = 'ul0_core’ -1. , 'ulo’ s true. , .true. , 'yearly’ bicubic_weights_orca2.nc’ , ‘U1’

sn_wndj 'v10_core’ s -1. , V10’ A true. , .true. , ’yearly’ bicubic_weights_orca2.nc’ , 'V1'
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sn_gsr = 'gsw_core’ s -1. , 'swdn’ s true. , .true. , 'yearly’ |/ bilinear_weights_orca2.nc’, "

sn_glw = 'glw_core’ -1. , lwdn’ s .true. , .true. , 'yearly’ bilinear_weights_orca2.nc’, "

sn_tair = 't2_core’ , -1. , 2 s true. , .true. , 'yearly’ bilinear_weights_orca2.nc’, "

sn_humi = 'g2_core’ s -1. , ‘g2 s true. , .true. , 'yearly’ | bilinear_weights_orca2.nc’, ”

sn_prec = 'precip_core’, -1. , 'precip’ s true. , .true. , ‘yearly’ | bilinear_weights_orca2.nc’, "

sn_snow = 'snow_core’ , -1. , 'snow’ s true. , .true. , ‘yearly’ bilinear_weights_orca2.nc’, "
1

cn_dir =r ! root directory for the location of the bulk files

In_2m = .true. ! air temperature and humidity referenced at 2m (T) instead 10m (F)

rn_pfac =1 I multiplicative factor for precipitation (total & snow)

The CORE bulk formulae have been developed?byrhey have been designed to
handle the CORE forcing, a mixture of NCEP reanalysis and satellite data. They use
an inertial dissipative method to compute the turbulent transfer coefficients (momentum,
sensible heat and evaporation) from the 10 metre wind speed, air temperature and specific
humidity.

Note that substituting ERA40 to NCEP reanalysis fields does not require changes in
the bulk formulea themself.

The required 8 input fields are :

Variable desciption Model variable| Units point
I-component of the 10m air velocityutau m.s! T
J-component of the 10m air velocityvtau m.st T
10m air temperature tair K T
Specific humidity humi % T
Incoming long wave radiation glw W.m =2 T
Incoming short wave radiation gsr W.m =2 T
Total precipitation (liquid + solid) | precip Kgm=2s 1| T
Solid precipitation snow Kgm=2s 1| T

Note that the air velocity is provided at a tracer ocean point, not at a velocity ocean
point (u- andv-points). It is simpler and faster (less fields to be read), but it is not the
recommended method when the ocean grid size is the same or larger than the one of the
input atmospheric fields.

CLIO Bulk formulea (In_clio=true, sbcblkclio.F90)

&namsbc_clio ! namsbc_clio CLIO bulk formulea
1.
! ! file name ! frequency (hours) ! variable ! time interpol. ! clim ! 'yearly’/ ! weights ! rotation !
! ! ! (f <0 months) ! name ! (logical) ! (T/F) ! 'monthly’ ! filename ! pairing !
sn_utau = 'taux_1m’ -1. , 'sozotaux’ , true. , .true. , ‘'yearly’ , " , "
sn_vtau = 'tauy_1m’ s -1. , 'sometauy’ , true. , .true. , ‘'yearly’ , "
sn_wndm = fix’ s -1. , 'socliowi’ , true. , true. |, ‘yearly’ , "
sn_tair = "flx’ s -1. , 'socliot2’ , true. , true. | ‘yearly’ |, "
sn_humi = fix’ s -1. , 'socliohu’ , true. , .true. | ‘yearly’ , "
sh_ccov = fix’ s -1. , 'socliocl’ , false. , [true. , ‘yearly , "
sn_prec = "flx’ s -1. , 'socliopl’ , false. , .true. , ‘'yearly’ , "

cn_dir ="r ! root directory for the location of the bulk files are
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The CLIO bulk formulae were developed several years ago for the Louvain-la-neuve
coupled ice-ocean model (CLIQ@). They are simpler bulk formulae. They assume the
stress to be known and compute the radiative fluxes from a climatological cloud cover.

The required 7 input fields are :

Variable desciption Model variable| Units point
i-component of the ocean stress utau N.m™2 U
j-component of the ocean stress| vtau N.m™? Vv
Wind speed module vatm m.s! T
10m air temperature tair ‘K T
Specific humidity humi % T
Cloud cover % T
Total precipitation (liquid + solid) precip Kgm™2s 1| T
Solid precipitation snow Kgm™—2s 1| T

As for the flux formulation, information about the input data required by the model
is provided in the namsbblk_core or namshdlk_clio namelist (via the structure fli.
The first and last record assumption is also made {863

Coupled formulation (sbccpl.F90Omodule)

&namsbc_cpl ! coupled ocean/atmosphere model ("key_coupled")
1

! send
cn_snd_temperature= 'weighted oce and ice’ ! 'oce only’ 'weighted oce and ice’ 'mixed oce-ice’
cn_snd_albedo = 'weighted ice’ ! 'none’ 'weighted ice’ 'mixed oce-ice’
cn_snd_thickness = 'none’ ! 'none’ 'weighted ice and snow’
cn_snd_crt_nature = ’'none’ ! 'none’ 'oce only’ ‘weighted oce and ice’ 'mixed oce-ice’
cn_snd_crt_refere = ’spherical’ ! ’spherical’ ’cartesian’
cn_snd_crt_orient = ’eastward-northward’ ! ’eastward-northward’ or ’local grid’
cn_snd_crt_grid =T [

! receive
cn_rcv_wl0m = ’'coupled’ ! 'none’ 'coupled’
cn_rcv_tau_nature = 'oce only’ ! 'oce only’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_tau_refere = ’cartesian’ ! 'spherical’ ’cartesian’
cn_rcv_tau_orient = ’eastward-northward’ ! 'eastward-northward’ or ’local grid’
cn_rcv_tau_grid ='uVv [ I U AVAR AV =i U AV L M = I B VAVA
cn_rcv_dgnsdt = 'coupled’ ! 'none’ 'coupled’
cn_rcv_gsr = 'oce and ice’ ! 'conservative’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_gns = 'oce and ice’ ! "conservative’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_emp = ’conservative’ ! 'conservative’ 'oce and ice’ 'mixed oce-ice’
cn_rcv_rnf = 'coupled’ ! "coupled’ ’climato’ 'mixed’
cn_rcv_cal = ’coupled’ ! 'none’ 'coupled’

/

In the coupled formulation of the surface boundary condition, the fluxes are provided
by the OASIS coupler at eaatf_cpl time-step, while sea and ice surface temperature,
ocean and ice albedo, and ocean currents are sent to the atmospheric component.

The generalised coupled interface is under development. It should be available in
summer 2008. It will include the ocean interface for most of the European atmospheric
GCM (ARPEGE, ECHAM, ECMWF, HadAM, LMDz).
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river runoffs (sbcrnf.F90

&namsbc_rnf ! runoffs namelist surface boundary condition

|

! ! file name ! frequency (h) ! variable ! time interp. ! clim ! starting !

! ! ! (if <0 months) ! name ! (logical) ! (0/1) ! record !
sn_rnf = ’runoff_1m_nomask.nc’, -12. , ’'sorunoff’ | true. 1 , 0 "
sn_cnf = 'runoff_1m_nomask.nc’, 0. , 'socoefr false. , 1 s 0
sn_s_rnf = 'runoffs’ , 24 , 'rosaline’ , true. , .true. , ‘yearly’, "
sn_t_mf = 'runoffs’ , 24 , ‘rotemper’ , .true. , true. , ‘yearly’, ”
sn_dep_rnf = 'runoffs’ , 0 , ‘rodepth’ ,  false. , true. , ‘yearly’, "

1
cn_dir =0 ! directory in which the model is executed
In_mf_emp = false. ! runoffs included into precipitation field (T) or into a file (F)

In_rnf_mouth = false. ! specific treatment at rivers mouths

rn_hrnf = 15.e0 ! depth over which enhanced vertical mixing is used
m_avt_mf = le3 ! value of the additional vertical mixing coef. [m2/s]
rn_rfact = 1.e0 I multiplicative factor for runoff

In_rnf_depth = .false. ! read in depth information for runoff

In_rnf_temp = .false. ! read in temperature information for runoff

In_rnf_sal = false. ! read in salinity information for runoff

River runoff generally enters the ocean at a nonzero depth rather than through the
surface. Many models, however, have traditionally inserted river runoff to the top model
cell. This was the case NEMOprior to the version 3.3, and was combined with an option
to increase vertical mixing near the river mouth.

However, with this method numerical and physical problems arise when the top grid
cells are of the order of one meter. This situation is common in coastal modelling and is
becoming more common in open ocean and climate modélling

As such from VN3.3 onwards it is possible to add river runoff through a non-zero
depth, and for the temperature and salinity of the river to effect the surrounding ocean.
The user is able to specify, in a NetCDF input file, the temperature and salinity of the
river, along with the depth (in metres) which the river should be added to.

Namelist options|n_rnf_depth In_rnf_sal andIn_rnf_tempcontrol whether the river
attributes (depth, salinity and temperature) are read in and used. If these are set as false
the river is added to the surface box only, assumed to be fresh (0 psu), and/or taken as
surface temperature respectively.

The runoff value and attributes are read in in sbcrnf. For temperature -999 is taken
as missing data and the river temperature is taken to be the surface temperatue at the
river point. For the depth parameter a value of -1 means the river is added to the surface
box only, and a value of -999 means the river is added through the entire water column.
After being read in the temperature and salinity variables are multiplied by the amount of
runoff (converted into m/s) to give the heat and salt content of the river runoff. After the
user specified depth is read ini, the number of grid boxes this corresponds to is calculated
and stored in the variablezrnf. The variablen_depis then calculated to be the depth (in
metres) of the bottom of the lowest box the river water is being added to (i.e. the total
depth that river water is being added to in the model).

The mass/volume addition due to the river runoff is, at each relevant depth level, ad-
ded to the horizontal divergendedjvn) in the subroutinsbc rnf_div (called fromdivcur).

1At least a top cells thickness of 1 meter and a 3 hours forcing frequency are required to
properly represent the diurnal cycld[see alsg7.7.
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This increases the diffusion term in the vicinity of the river, thereby simulating a momen-
tum flux. The sea surface height is calculated using the sum of the horizontal divergence
terms, and so the river runoff indirectly forces an increase in sea surface height.

The hdivnterms are used in the tracer advection modules to force vertical velocities.
This causes a mass of water, equal to the amount of runoff, to be moved into the box above.
The heat and salt content of the river runoff is not included in this step, and so the tracer
concentrations are diluted as water of ocean temperature and salinity is moved upward
out of the box and replaced by the same volume of river water with no corresponding heat
and salt addition.

For the linear free surface case, at the surface box the tracer advection causes a flux
of water (of equal volume to the runoff) through the sea surface out of the domain, which
causes a salt and heat flux out of the model. As such the volume of water does not change,
but the water is diluted.

For the non-linear free surface case (vvl), no flux is allowed through the surface.
Instead in the surface box (as well as water moving up from the boxes below) a volume
of runoff water is added with no corresponding heat and salt addition and so as happens
in the lower boxes there is a dilution effect. (The runoff addition to the top box along with
the water being moved up through boxes below means the surface box has a large increase
in volume, whilst all other boxes remain the same size)

In trasbc the addition of heat and salt due to the river runoff is added. This is done in
the same way for both vvl and non-vvl. The temperature and salinity are increased through
the specified depth according to the heat and salt content of the river.

In the non-linear free surface case (vvl), near the end of the time step the change in
sea surface height is redistrubuted through the grid boxes, so that the original ratios of
grid box heights are restored. In doing this water is moved into boxes below, throughout
the water column, so the large volume addition to the surface box is spread between all
the grid boxes.

It is also possible for runnoff to be specified as a negative value for modelling flow
through straits, i.e. modelling the Baltic flow in and out of the North Sea. When the flow is
out of the domain there is no change in temperature and salinity, regardless of the namelist
options used, as the ocean water leaving the domain removes heat and salt (at the same
concentration) with it.

Diurnal cycle (sbcdcy.F90

? have shown that to capture @0of the diurnal variability of SST requires a vertical
resolution in upper ocean of 1 m or better and a temporal resolution of the surface fluxes
of 3 h or less. Unfortunately high frequency forcing fields are rare, not to say inexistent.
Nevertheless, it is possible to obtain a reasonable diurnal cycle of the SST knowning only
short wave flux (SWF) at high frequency][ Furthermore, only the knowledge of daily
mean value of SWF is needed, as higher frequency variations can be reconstructed from
them, assuming that the diurnal cycle of SWF is a scaling of the top of the atmosphere
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FiG. 7.1 — Example of recontruction of the diurnal cycle variation of short wave
flux from daily mean values. The reconstructed diurnal cycle (black line) is chosen
as the mean value of the analytical cycle (blue line) over a time step, not as the
mid time step value of the analytically cycle (red square). From

diurnal cycle of incident SWF. The reconstruction algorithm is available MEMO by
settingIn_.dm2detrue (anamsbmamelist parameter) when using CORE bulk formulea
(In_blk_core=true) or the flux formulationl§_fix=true). The reconstruction is performed

in the sbcdcy.FOOmodule. The detail of the algoritm used can be found in the appen-
dix A of 2. The algorithm preserve the daily mean incomming SWF as the reconstructed
SWF at a given time step is the mean value of the analytical cycle over this time step
(Fig.4.2.2. The use of diurnal cycle reconstruction requires the input SWF to be daily
(i.e. a frequency of 24 and a time interpolation set to trusrimsr namelist parameter).
Furthermore, it is recommended to have a least 8 surface module time step per day, that is
At nnfsbc< 10,800 s = 3 h. An example of recontructed SWF is given in Hig.for a

12 reconstructed diurnal cycle, one every 2 hours (from 1am to 11pm).

Note also that the setting a diurnal cycle in SWF is highly recommended when the
top layer thickness approach 1 m or less, otherwise large error in SST can appear due to
an inconsistency between the scale of the vertical resolution and the forcing acting on that
scale.
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FIG. 7.2 — Example of recontruction of the diurnal cycle variation of short wave
flux from daily mean values on an ORCA2 grid with a time sampling of 2 hours
(from 1lam to 11pm). The display is on (i,j) plane.

Interpolation on the Fly

Interpolation on the Fly allows the user to supply input files required for the surface
forcing on grids other than the model grid. To do this he or she must supply, in addition
to the source data file, a file of weights to be used to interpolate from the data grid to
the model grid. The original development of this code used the SCRIP package (freely
available under a copyright agreement from http ://climate.lanl.gov/Software/SCRIP). In
principle, any package can be used to generate the weights, but the variables in the input
weights file must have the same names and meanings as assumed by the model. Two
methods are currently available : bilinear and bicubic interpolation.

Bilinear Interpolation

The input weights file in this case has two sets of variables : src01, src02, src03,
src04 and wgt01, wgt02, wgt03, wgt04. The "src” variables correspond to the point in
the input grid to which the weight "wgt” is to be applied. Each src value is an integer
corresponding to the index of a point in the input grid when written as a one dimensional
array. For example, for an input grid of size 5x10, point (3,2) is referenced as point 8, since
(2-1)*5+3=8. There are four of each variable because bilinear interpolation uses the four
points defining the grid box containing the point to be interpolated. All of these arrays are
on the model grid, so that values src01(i,j) and wgt01(i,j) are used to generate a value for
point (i,j) in the model.

Symbolically, the algorithm used is :

4
iy §) = fm (i, 3) + Y wgt(k) f(idw(sre(k))) (7.5)

k=1

where function idx() transforms a one dimensional index src(k) into a two dimensional
index, and wgt(1) corresponds to variable "wgt01” for example.

Bicubic Interpolation

Again there are two sets of variables : "src” and "wgt”. But in this case there are 16
of each. The symbolic algorithm used to calculate values on the model grid is now :
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4
Fnlisd) = Fnis )+ S wgt(h) flida(sre(h)) + 3 wt(h) 2L

01
k=1 k=5

)
+> wgt(k) af

k=9

idx(sre(k))

+ > wgt(k) O f
idx(src(k)) k=13 818]

idz(sre(k))

The gradients here are taken with respect to the horizontal indices and not distances since
the spatial dependency has been absorbed into the weights.

7.8.3 Implementation

To activate this option, a non-empty string should be supplied in the weights filename
column of the relevant namelist; if this is left as an empty string no action is taken. In
the model, weights files are read in and stored in a structured type (WGT) in the fldread
module, as and when they are first required. This initialisation procedure tries to determine
whether the input data grid should be treated as cyclical or not. (In fact this only matters
when bicubic interpolation is required.) To do this the model looks in the input data file
(i.e. the data to which the weights are to be applied) for a variable with hameldnéav
or "lon”. If found, it checks the difference between the first and last values of longitude
along a single row. If the absolute value of this difference is close to 360 degrees or less
than twice the maximum spacing from 360 degrees, the grid is assumed to be cyclical,
and the difference determines whether the first column is a repeat of the last one or not. If
neither "navlion” or "lon” can be found, the model resorts to looking at the first and last
columns of data. If the sum of the absolute values of the differences between the columns
is very small, then the grid is assumed to be cyclical with coincident first and last columns.
If both of these tests fail, the grid is assumed not to be cyclical.

Next the routine reads in the weights. Bicubic interpolation is assumed if it finds a
variable with name "src05”, otherwise bilinear interpolation is used. The WGT structure
includes dynamic arrays both for the storage of the weights (on the model grid), and
when required, for reading in the variable to be interpolated (on the input data grid). The
size of the input data array is determined by examining the values in the "src” arrays
to find the minimum and maximum i and j values required. Since bicubic interpolation
requires the calculation of gradients at each point on the grid, the corresponding arrays
are dimensioned with a halo of width one grid point all the way around. When the array
of points from the data file is adjacent to an edge of the data grid, the halo is either a
copy of the row/column next to it (non-cyclical case), or is a copy of one from the first
two rows/columns on the opposite side of the grid (cyclical case with coincident end
rows/columns, or cyclical case with non-coincident end rows/columns).

7.8.4 Limitations

Input data grids must be logically rectangular.
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This code is not guaranteed to produce positive definite answers from positive definite
inputs.

The cyclic condition is only applied on left and right columns, and not to top and bottom
rows.

The gradients across the ends of a cyclical grid assume that the grid spacing between the
two columns involved are consistent with the weights used.

Neither interpolation scheme is conservative. (There is a conservative scheme available
in SCRIP, but this has not been implemented.)

Utilities

A set of utilities to create a weights file for a rectilinear input grid is available.

Miscellaneous options

7.9.1 Rotation of vector pairs onto the model grid directions

7.9.2

When using a flux1Q_flx=true) or bulk {(n_clio=true orIn_core=true) formulation,

pairs of vector components can be rotated from east-north directions onto the local grid
directions. This is particularly useful when interpolation on the fly is used since here any
vectors are likely to be defined relative to a rectilinear grid. To activate this option a non-
empty string is supplied in the rotation pair column of the relevant namelist. The eastward
component must start with "U” and the northward component with "V”. The remaining
characters in the strings are used to identify which pair of components go together. So
for example, strings "U1” and "V1” next to "utau” and "vtau” would pair the wind stress
components together and rotate them on to the model grid directions; "U2” and "V2”
could be used against a second pair of components, and so on. The extra characters used
in the strings are arbitrary. The roép routine from thgeo2ocean.F9éhodule is used to
perform the rotation.

Surface restoring to observed SST and/or SSShcssr.FO)

&namsbc_ssr ! surface boundary condition : sea surface restoring
1
! I file name ! frequency (hours) ! variable ! time interpol. ! clim ! 'yearly'’/ ! weights ! rotation !
! ! ! (if <0 months) ! name ! (logical) ! (T/F) ! 'monthly’ ! filename ! pairing !
sn_sst = 'sst_data’ s 24. , 'sst’ s false. , false. , 'yearly’ , " ,
sn_sss = 'sss_data’ s -1. , 'sss’ s true. , .true. |, ‘'yearly’ , "
cn_dir =0 ! root directory for the location of the runoff files
nn_sstr = 0 ! add a retroaction term in the surface heat flux (=1) or not (=0)
nn_sssr = 2 ! add a damping term in the surface freshwater flux (=2)
! or to SSS only (=1) or no damping term (=0)
rn_dqdt = -40. ! magnitude of the retroaction on temperature [Wim2/K]
rn_deds = -27.7 ! magnitude of the damping on salinity [mm/day/psu]

In_sssr_bnd = true. ! flag to bound erp term (associated with nn_sssr=2)
rn_sssr_bnd =  4.e0 ! ABS(Max/Min) value of the damping erp term [mm/day]



7.9.3

122 Surface Boundary Condition (SBC)

In forced mode using a flux formulation (default optiorkey_flx defined), a feedback
termmustbe added to the surface heat flg% . :

Qs = Qo+ G2 (Tlyy — S5Ton,) 76)
where SST is a sea surface temperature field (observed or climatolo@iisie model
surface layer temperature a&& is a negative feedback coefficient usually taken equal
to —40 W/m? /K. For a50 m mixed-layer depth, this value corresponds to a relaxation
time scale of two months. This term ensures thét gerfectly matches the supplied SST,
then(@ is equal toQ,.

In the fresh water budget, a feedback term can also be added. Converted into an equi-

valent freshwater flux, it takes the following expression :

emp=emp, +7; ‘e

(7.7)

whereemp is a net surface fresh water flux (observed, climatological or an atmos-
pheric model product)$S%;; is a sea surface salinity (usually a time interpolation of
the monthly mean Polar Hydrographic Climatolo@y)[ S|,_, is the model surface layer
salinity andy, is a negative feedback coefficient which is provided as a namelist parame-
ter. Unlike heat flux, there is no physical justification for the feedback termims the
atmosphere does not care about ocean surface safhiffije SSS restoring term should
be viewed as a flux correction on freshwater fluxes to reduce the uncertainties we have on
the observed freshwater budget.

Handling of ice-covered areadbcice...)

The presence at the sea surface of an ice covered area modifies all the fluxes transmit-
ted to the ocean. There are several way to handle sea-ice in the system depending on the
value of thenn.ice namelist parameter.

nn_ice = 0 there will never be sea-ice in the computational domain. This is a typical na-
melist value used for tropical ocean domain. The surface fluxes are simply specified
for an ice-free ocean. No specific things is done for sea-ice.

nn_ice = 1 sea-ice can exist in the computational domain, but no sea-ice model is used.
An observed ice covered area is read in a file. Below this area, the SST is resto-
red to the freezing point and the heat fluxes are set4dV/m? (=2 W/m?) in
the northern (southern) hemisphere. The associated modification of the freshwater
fluxes are done in such a way that the change in buoyancy fluxes remains zero. This
prevents deep convection to occur when trying to reach the freezing point (and so
ice covered area condition) while the SSS is too large. This manner of managing
sea-ice area, just by using si IF case, is usually referred @sdahieEmodel. It can
be found in thesbciceif.F90 module.
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nn_ice = 2 or more A full sea ice model is used. This model computes the ice-ocean
fluxes, that are combined with the air-sea fluxes using the ice fraction of each mo-
del cell to provide the surface ocean fluxes. Note that the activation of a sea-ice
model is is done by defining a CPP kekey_lim2 or key_lim3). The activation
automatically ovewrite the read value of ige to its appropriate valug.¢. 2 for
LIM-2 and 3 for LIM-3).

7.9.4 Freshwater budget control $bcfwb.F90

For global ocean simulation it can be useful to introduce a control of the mean sea
level in order to prevent unrealistic drift of the sea surface height due to inaccuracy in the
freshwater fluxes. INEMO, two way of controlling the the freshwater budget.

nn_fwb=0 no control at all. The mean sea level is free to drift, and will certainly do so.
nn_fwb=1 global mearempset to zero at each model time step.

nn_fwb=2 freshwater budget is adjusted from the previous year annual mean budget
which is read in thEMPaveold.datfile. As the model uses the Boussinesq ap-
proximation, the annual mean fresh water budget is simply evaluated from the
change in the mean sea level at January the first and savediEhtiRav.daffile.
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8.1 Boundary Condition at the Coast (n_shlat)

&namlbc ! lateral momentum boundary condition
1.

shlat = 2. ! shlat = 0 : free slip
! 0 < shlat < 2 : partial slip
! shlat = 2 : no slip
1 2 < shlat : strong slip

The discrete representation of a domain with complex boundaries (coastlines and bot-
tom topography) leads to arrays that include large portions where a computation is not
required as the model variables remain at zero. Nevertheless, vectorial supercomputers
are far more efficient when computing over a whole array, and the readability of a code is
greatly improved when boundary conditions are applied in an automatic way rather than
by a specific computation before or after each computational loop. An efficient way to
work over the whole domain while specifying the boundary conditions, is to use multi-
plication by mask arrays in the computation. A mask array is a matrix whose elements
arel in the ocean domain an@lelsewhere. A simple multiplication of a variable by its
own mask ensures that it will remain zero over land areas. Since most of the boundary
conditions consist of a zero flux across the solid boundaries, they can be simply applied
by multiplying variables by the correct mask arrays, the mask array of the grid point
where the flux is evaluated. For example, the heat flux inittieection is evaluated at
u-points. Evaluating this quantity as,

AZT oT AlT

o i e Sit1/2 [T] masky (8.1)

(where mask is the mask array at a-point) ensures that the heat flux is zero inside
land and at the boundaries, since maskzero at solid boundaries which in this case are
defined atu-points (normal velocity: remains zero at the coast) (FR&1).

For momentum the situation is a bit more complex as two boundary conditions must
be provided along the coast (one each for the normal and tangential velocities). The boun-
dary of the ocean in the C-grid is defined by the velocity-faces. For example, at a given
T-level, the lateral boundary (a coastline or an intersection with the bottom topography)
is made of segments joiningtpoints, and normal velocity points are located between two
f—points (Fig.8.1). The boundary condition on the normal velocity (no flux through solid
boundaries) can thus be easily implemented using the mask system. The boundary condi-
tion on the tangential velocity requires a more specific treatment. This boundary condition
influences the relative vorticity and momentum diffusive trends, and is required in order
to compute the vorticity at the coast. Four different types of lateral boundary condition
are available, controlled by the value of tmeshlatnamelist parameter. (The value of the
mask: array along the coastline is set equal to this parameter.) These are :
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FIG. 8.1 — Lateral boundary (thick line) at T-level. The velocity normal to the
boundary is set to zero.

free-slip boundary condition (rn_shlat=0) : the tangential velocity at the coastline is
equal to the offshore velocity,e. the normal derivative of the tangential velocity
is zero at the coast, so the vorticity : maskray is set to zero inside the land and
just at the coast (Fig.1-a).

no-slip boundary condition (rn_shlat=2) : the tangential velocity vanishes at the coast-
line. Assuming that the tangential velocity decreases linearly from the closest ocean
velocity grid point to the coastline, the normal derivative is evaluated as if the velo-
cities at the closest land velocity gridpoint and the closest ocean velocity gridpoint
were of the same magnitude but in the opposite direction @igb). Therefore,
the vorticity along the coastlines is given by :

¢ =2 (8,510 [eauv] — 61172 [erut]) / (expeay)

whereu andv are masked fields. Setting the masiray to2 along the coastline
provides a vorticity field computed with the no-slip boundary condition, simply by
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@ fmask=0 QO fmask=1
O fimask=2 @ fmask>2
© O<fmask<2

FIG. 8.2 — lateral boundary condition (a) free-sli;(shlat = 0); (b) no-slip
(rn_shlat = 2); (c) "partial” free-slip 0 < rn_shlat < 2) and (d) "strong” no-
slip (2 < rn_shlat). Implied "ghost” velocity inside land area is display in grey.
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multiplying it by the mask :

1
(= errea (854172 [e20 0] — 6412 [e1u u]) Mask (8.2)
"partial” free-slip boundary condition (0O <rn_shlat<2) : the tangential velocity at the
coastline is smaller than the offshore velocity, there is a lateral friction but not
strong enough to make the tangential velocity at the coast vanish3(Eig). This
can be selected by providing a value of maskictly inbetweerd and2.

"strong” no-slip boundary condition (2 <rn_shlaf) : the viscous boundary layer is as-
sumed to be smaller than half the grid size (Rd-d). The friction is thus larger
than in the no-slip case.

Note that when the bottom topography is entirely represented by-toer-dinates
(pures-coordinate), the lateral boundary condition on tangential velocity is of much less
importance as it is only applied next to the coast where the minimum water depth can be
quite shallow.

The alternative numerical implementation of the no-slip boundary conditions for an
arbitrary coast line of is also available through tHesy_noslip_accurate CPP key. It is
based on a fourth order evaluation of the shear at the coast which, in turn, allows a true
second order scheme in the interior of the domain the numerical boundary scheme
simulates the truncation error of the numerical scheme used in the interior of the domain).
? found that such a technique considerably improves the quality of the numerical solu-
tion. In NEMO, such spectacular improvements have not been found in the half-degree
global ocean (ORCAO05), but significant reductions of numerically induced coastal upwel-
lings were found in an eddy resolving simulation of the Alboran S%aNevertheless,
since a no-slip boundary condition is not recommended in an eddy permitting or resolving
simulation [?], the use of this option is also not recommended.

In practice, the no-slip accurate option changes the way the curl is evaluated at the
coast (sedivcur.F90module), and requires the nature of each coastline grid point (convex
or concave corners, straight north-south or east-west coast) to be specified. This is perfor-
med in routinedommsknsain thedomask.F90@nodule.

Model Domain Boundary Condition (perio)

At the model domain boundaries several choices are offered : closed, cyclic east-west,
south symmetric across the equator, a north-fold, and combination closed-north fold or
cyclic-north-fold. The north-fold boundary condition is associated with the 3-pole ORCA
mesh.

Closed, cyclic, south symmetrigggerio =0, 1 or 2)

The choice of closed, cyclic or symmetric model domain boundary condition is made
by settingjperio to 0, 1 or 2 in filepar_oce.F90 Each time such a boundary condition is
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FiG. 8.3 — setting of (a) east-west cyclic (b) symmetric across the equator boun-
dary conditions.

needed, it is set by a call to routitiecink.FO9Q The computation of momentum and tracer
trends proceeds froh= 2toi = jpi — 1 and fromj = 2toj = jpj — 1, i.e. in the
model interior. To choose a lateral model boundary condition is to specify the first and
last rows and columns of the model variables.

For closed boundary {perio=0) , solid walls are imposed at all model boundaries : first
and last rows and columns are set to zero.

For cyclic east-west boundary jperio=1) , first and last rows are set to zero (closed)
whilst the first column is set to the value of the last-but-one column and the last
column to the value of the second one (R8g2.1a). Whatever flows out of the
eastern (western) end of the basin enters the western (eastern) end. Note that there
is no option for north-south cyclic or for doubly cyclic cases.

For symmetric boundary condition across the equator jperio=2) , last rows, and first
and last columns are set to zero (closed). The row of symmetry is chosen to be the
u- andT—points equator linej(= 2, i.e. at the southern end of the domain). For
arrays defined at— or T'—points, the first row is set to the value of the third row
while for most ofv- and f-point arrays ¢, ¢, ji, but scalar arrays such as eddy
coefficients) the first row is set to minus the value of the second row 8RgLb).
Note that this boundary condition is not yet available for the case of a massively
parallel computerkey_mpp defined).

8.2.2 North-fold (jperio = 3to 6)

The north fold boundary condition has been introduced in order to handle the north
boundary of a three-polar ORCA grid. Such a grid has two poles in the northern hemis-
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FiG. 8.4 — North fold boundary with @-point pivot and cyclic east-west boundary
condition (jperio = 4), as used in ORCA 2, 1/4, and 1/12. Pink shaded area
corresponds to the inner domain mask (see text).

phere. to be completed...

Exchange with neighbouring processordlifcink.F90,
lib_mpp.F90

For massively parallel processing (mpp), a domain decomposition method is used.
The basic idea of the method is to split the large computation domain of a numerical
experiment into several smaller domains and solve the set of equations by addressing
independent local problems. Each processor has its own local memory and computes the
model equation over a subdomain of the whole model domain. The subdomain boundary
conditions are specified through communications between processors which are organized
by explicit statements (message passing method).

A big advantage is that the method does not need many modifications of the initial
FORTRAN code. From the modeller’s point of view, each sub domain running on a pro-
cessor is identical to the "mono-domain” code. In addition, the programmer manages the
communications between subdomains, and the code is faster when the number of proces-
sors is increased. The porting of OPA code on an iPSC860 was achieved during Guyon’s
PhD [Guyon et al. 1994, 1995] in collaboration with CETIIS and ONERA. The imple-
mentation in the operational context and the studies of performance on a T3D and T3E
Cray computers have been made in collaboration with IDRIS and CNRS. The present
implementation is largely inspired by Guyon’s work [Guyon 1995].
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The parallelization strategy is defined by the physical characteristics of the ocean
model. Second order finite difference schemes lead to local discrete operators that depend
at the very most on one neighbouring point. The only non-local computations concern
the vertical physics (implicit diffusion, 1.5 turbulent closure scheme, ...) (delocalization
over the whole water column), and the solving of the elliptic equation associated with the
surface pressure gradient computation (delocalization over the whole horizontal domain).
Therefore, a pencil strategy is used for the data sub-structuration : the 3D initial domain is
laid out on local processor memaories following a 2D horizontal topological splitting. Each
sub-domain computes its own surface and bottom boundary conditions and has a side wall
overlapping interface which defines the lateral boundary conditions for computations in
the inner sub-domain. The overlapping area consists of the two rows at each edge of the
sub-domain. After a computation, a communication phase starts : each processor sends to
its neighbouring processors the update values of the points corresponding to the interior
overlapping area to its neighbouring sub-domain (i.e. the innermost of the two overlapping
rows). The communication is done through message passing. Usually the parallel virtual
language, PVM, is used as it is a standard language available on nearly all MPP computers.
More specific languages (i.e. computer dependant languages) can be easily used to speed
up the communication, such as SHEM on a T3E computer. The data exchanges between
processors are required at the very place where lateral domain boundary conditions are
set in the mono-domain computatidjil{.10-c) : the IbcInk routine which manages such
conditions is substituted by mpplnk.F or mpplnk2.F routine when running on an MPP
computer key_mpp_mpi defined). It has to be pointed out that when using the MPP
version of the model, the east-west cyclic boundary condition is done implicitly, whilst
the south-symmetric boundary condition option is not available.

In the standard version of the OPA model, the splitting is regular and arithmetic. the
i-axis is divided byjpni and the j-axis byjpnj for a number of processojpnij most
often equal tojpni x jpnj (model parameters set par_.oce.F9(). Each processor is
independent and without message passing or synchronous process , programs run alone
and access just its own local memory. For this reason, the main model dimensions are
now the local dimensions of the subdomain (pencil) that are ngmefpj, jpk. These
dimensions include the internal domain and the overlapping rows. The number of rows to
exchange (known as the halo) is usually set to gore¢i=1, in par_oce.F9(. The whole
domain dimensions are namgglo, jpjglo andjpk. The relationship between the whole
domain and a sub-domain is :

jpi = (jpiglo — 2 x jpreci + (jpni — 1))/jpni + 2 x jpreci
jpi = (jpiglo — 2 jprecj + (jpnj —1))/jpnj + 2 * jprecj (8.3)

wherejpni, jpnj are the number of processors following the i- and j-axis.
Figure IV.3 : example of a domain splitting with 9 processors and no east-west cyclic boundary

One also defines variables nldi and nlei which correspond to the internal domain
bounds, and the variables nimpp and njmpp which are the position of the (1,1) grid-point
in the global domain. An element @, a local array (subdomain) corresponds to an ele-
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FiG. 8.5 — Positioning of a sub-domain when massively parallel processing is
used.

ment of T}, a global array (whole domain) by the relationship :
Ty(i + nimpp — 1,7 + ngmpp — 1,k) = T;(3, j, k), (8.4)

with 1 <4 < jpi, 1 < j < jpj,andl < k < jpk.

Processors are numbered from Qjimij — 1, the number is saved in the variable
nproc. In the standard version, a processor has no more than four neighbouring processors
named nono (for north), noea (east), noso (south) and nowe (west) and two variables,
nbondi and nbondj, indicate the relative position of the proce (see Fig.IV.3):

— nbondi = -1 an east neighbour, no west processor,

— nbondi = 0 an east neighbour, a west neighbour,

— nbondi = 1 no east processor, a west neighbour,

— nbondi = 2 no splitting following the i-axis.

During the simulation, processors exchange data with their neighbours. If there is effecti-
vely a neighbour, the processor receives variables from this processor on its overlapping
row, and sends the data issued from internal domain corresponding to the overlapping row
of the other processor.

Figure 1V.4 : pencil splitting with the additional outer halos

The NEMO model computes equation terms with the help of mask arrays (0 on land
points and 1 on sea points). It is easily readable and very efficient in the context of a
computer with vectorial architecture. However, in the case of a scalar processor, compu-
tations over the land regions become more expensive in terms of CPU time. It is worse
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when we use a complex configuration with a realistic bathymetry like the global ocean
where more than 50 % of points are land points. For this reason, a pre-processing tool can
be used to choose the mpp domain decomposition with a maximum number of only land
points processors, which can then be eliminated. (For example, theoptppiz tools,
available from the DRAKKAR web site.) This optimisation is dependent on the speci-
fic bathymetry employed. The user then chooses optimal paranjetérgonj andjpnij

with jpnij < jpni x jpnj, leading to the elimination ofpni x jpnj — jpnij land
processors. When those parameters are specified in moalutee.FOQ the algorithm in
theinimpp2routine sets each processor’s parameters (nbound, nono, noea,...) so that the
land-only processors are not taken into account.

Note that the inimpp2 routine is general so that the original inimpp routine should be suppresse

When land processors are eliminated, the value corresponding to these locations in
the model output files is zero. Note that this is a problem for a mesh output file written by
such a model configuration, because model users often divide by the scale fattprs (
e2t, etc) and do not expect the grid size to be zero, even on land. It may be best not to
eliminate land processors when running the model especially to write the mesh files as
outputs (whemn_mshnamelist parameter differs from 0).

Open Boundary Conditions (keyobc)

&namobc ! open boundaries parameters ("key_obc")
1.
In_obc_clim="false. ! climatological obc data files (T) or not (F)
In_vol_cst = .true. ! impose the total volume conservation (T) or not (F)
In_obc_fla = .false. ! Flather open boundary condition
nn_obcdta = 1 ! = 0 the obc data are equal to the initial state
! =1 the obc data are read in 'obc.dta’ files
cn_obcdta = 'annual’ ! set to annual if obc datafile hold 1 year of data
! set to monthly if obc datafile hold 1 month of data
rn_dpein = 1. ! damping time scale for inflow at east open boundary
rn_dpwin = 1. ! - - - west
rn_dpnin = 1. ! - - - north
rn_dpsin = 1. ! - - - south
rn_dpeob = 3000. ! time relaxation (days) for the east open boundary
rn_dpwob = 15. ! - - - west
rn_dpnob = 3000. ! north
rn_dpsob = 15. ! - - south - -
m_volemp = 1. ! = 0 the total volume change with the surface flux (E-P-R)

! 1 the total volume remains constant

It is often necessary to implement a model configuration limited to an oceanic region
or a basin, which communicates with the rest of the global ocean through "open boun-
daries”. As stated by, an open boundary is a computational border where the aim of
the calculations is to allow the perturbations generated inside the computational domain
to leave it without deterioration of the inner model solution. However, an open boundary
also has to let information from the outer ocean enter the model and should support inflow
and outflow conditions.

The open boundary package OBC is the first open boundary option developed in
NEMO (originally in OPA8.2). It allows the user to

— tell the model that a boundary is "open” and not closed by a wall, for example by

modifying the calculation of the divergence of velocity there;



8.4.1

8.4. Open Boundary Conditions (keyobc) 135

I | a0 )

FIG. 8.6 — Example of Atlantic domain defined for the CLIPPER projet. Initial
grid is composed of 773 x 1236 horizontal points. (a) the domain is split onto 9
subdomains (jpni=9, jpnj=20). 52 subdomains are land areas. (b) 52 subdomains
are eliminated (white rectangles) and the resulting number of processors really
used during the computation is jpnij=128.

— impose values of tracers and velocities at that boundary (values which may be taken

from a climatology) : this is the“fixed OBC” option.

— calculate boundary values by a sophisticated algorithm combining radiation and

relaxation (“radiative OBC” option)

The package resides in the OBC directory. It is described here in four parts : the
boundary geometry (parameters to be setbi par.F90), the forcing data at the boun-
daries (modulebcdta.F90, the radiation algorithm involving the namelist and module
obcrad.F90Q and a brief presentation of boundary update and restart files.

Boundary geometry

First one has to realize that open boundaries may not necessarily be located at the
extremities of the computational domain. They may exist in the middle of the domain,
for example at Gibraltar Straits if one wants to avoid including the Mediterranean in an
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Atlantic domain. This flexibility has been found necessary for the CLIPPER prdgct |
Because of the complexity of the geometry of ocean basins, it may even be necessary to
have more than one "west” open boundary, more than one "north”, etc. This is not possible
with the OBC option : only one open boundary of each kind, west, east, south and north is
allowed ; these names refer to the grid geometry (not to the direction of the geographical
"west”, "east”, etc).

The open boundary geometry is set by a series of parameters in the robdylar.F9Q
For an eastern open boundary, parameterdpaobc east(true if an east open boundary

exists),jpieobthei-index along which the eastern open boundary (eob) is locgijed]
the j-index at which it starts, anfbjef the j-index where it ends (noté is for "debut”

and f for "fin” in French). Similar parameters exist for the west, south and north cases

(Table8.4.]).
Boundary and  Constant index | Starting index (8but) | Ending index (fin)
Logical flag
West jpiwob >= 2 jpjwd>= 2 jpjwf j= jpjglo-1
Ip_obcwest | i-index of au point jofaT point jofaT point
East jpieob<=jpiglo-2 jpjed >= 2 jpjef <= jpjglo-1
Ip_.obceast | i-index of au point jofaT point jofaT point
South jpjsob >= 2 jpisd >= 2 jpisf <=jpiglo-1
Ip_obcsouth | j-index of av point i of aT point i of aT point
North jpjnob <= jpjglo-2 jpind >= 2 jpinf <=jpiglo-1
Ip_obcnorth | j-index of av point i of aT point i of aT point

TAaB. 8.1 — Names of different indices relating to the open boundaries. In the case
of a completely open ocean domain with four ocean boundaries, the parameters
take exactly the values indicated.

The open boundaries must be along coordinate lines. On the C-grid, the boundary
itself is along a line of normal velocity pointsv: points for a zonal open boundary (the
south or north one), and points for a meridional open boundary (the west or east one).
Another constraint is that there still must be a row of masked points all around the domain,
as if the domain were a closed basin (unless periodic conditions are used together with
open boundary conditions). Therefore, an open boundary cannot be located at the first/last
index, namely, ljpiglo or jpjglo. Also, the open boundary algorithm involves calculating
the normal velocity points situated just on the boundary, as well as the tangential velocity
and temperature and salinity just outside the boundary. This means that for a west/south
boundary, normal velocities and temperature are calculated at the samépimasxand
jpjsoh respectively. For an east/north boundary, the normal velocity is calculated at index
jpieocbandjpjnob, but the “outside” temperature is at indgateobt1 andjpjnob+1. This
means thajpieob, jpjnob cannot be bigger thgpiglo-2, jpjglo-2.

The starting and ending indices are to be thought @f asint indices : in many cases
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FIG. 8.7 — Localization of the North open boundary points.

they indicate the first lan@’-point, at the extremity of an open boundary (the coast line
follows the f grid points, see Fig8.4.1for an example of a northern open boundary). All
indices are relative to the global domain. In the free surface case it is possible to have
“ocean corners”, that is, an open boundary starting and ending in the ocean.

Although not compulsory, it is highly recommended that the bathymetry in the vici-
nity of an open boundary follows the following rule : in the direction perpendicular to
the open line, the water depth should be constant for 4 grid points. This is in order to
ensure that the radiation condition, which involves model variables next to the boundary,
is calculated in a consistent way. On Rigl.1we indicate by an= symbol, the points
which should have the same depth. It means that at the 4 points near the boundary, the
bathymetry is cylindrical . The line behind the op€rine must be 0 in the bathymetry
file (as shown on Fi§.4.1for example).

Boundary data

It is necessary to provide information at the boundaries. The simplest case is when
this information does not change in time and is equal to the initial conditions (namelist
variablenn.obcdta=0). This is the case for the standard configuration EEL5 with open
boundaries. WhemfLobcdta=1), open boundary information is read from netcdf files.

For convenience the input files are supposed to be similar to the "history” NEMO output
files, for dimension names and variable names. Open boundary arrays must be dimensio-
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ned according to the parameters of talet.1: for example, at the western boundary,
arrays have a dimension gfwf-jpwd+1 in the horizontal anpk in the vertical.

When ocean observations are used to generate the boundary data (a hydrographic sec-
tion for example, as if?) it happens often that only the velocity normal to the boundary
is known, which is the reason why the initial OBC code assumes thatlonty and the
normal velocity {; or v) needs to be specified. As more and more global model solutions
and ocean analysis products become available, it will be possible to provide information
about all the variables (including the tangential velocity) so that the specification of four
variables at each boundaries will become standard. For the sea surface height, one must
distinguish between the filtered free surface case and the time-splitting or explicit treat-
ment of the free surface. In the first case, it is assumed that the user does not wish to
represent high frequency motions such as tides. The boundary condition is thus one of
zero normal gradient of sea surface height at the open boundaries, foll@wiaginfor-
mation other than the total velocity needs to be provided at the open boundaries in that
case. In the other two cases (time splitting or explicit free surface), the user must provide
barotropic information (sea surface height and barotropic velocities) and the use of the
Flather algorithm for barotropic variables is recommanded. However, this algorithm has
not yet been fully tested and bugs remain in NEMO v2.3. Users should read the code
carefully before using it. Finally, in the case of the rigid lid approximation the barotropic
streamfunction must be provided, as documente®).ihis option is no longer recom-
mended but remains in NEMO V2.3.

One frequently encountered case is when an open boundary domain is constructed
from a global or larger scale NEMO configuration. Assuming the domain corresponds to
indicesib : ie, jb : je of the global domain, the bathymetry and forcing of the small
domain can be created by using the following netcdf utility on the global files : ncks -F
—d x,1b,1ie —d y, jb, je (part of the nco series of utilities, see http ://nco.sourceforge.net).
The open boundary files can be constructed using ncks commands, following .thBle

It is assumed that the open boundary files contain the variables for the period of the
model integration. If the boundary files contain one time frame, the boundary data is held
fixed in time. If the files contain 12 values, it is assumed that the input is a climatology
for a repeated annual cycle (corresponding to the kasbc clim =true). The case of an
arbitrary number of time frames is not yet implemented correctly ; the user is required to
write his own code in the modulibc dta.F90to deal with this situation.

Radiation algorithm

The art of open boundary management consists in applying a constraint strong enough
that the inner domain "feels” the rest of the ocean, but weak enough that perturbations are
allowed to leave the domain with minimum false reflections of energy. The constraints are
specified separately at each boundary as time scales for "inflow” and "outflow” as defined
below. The time scales are set (in days) by namelist parameters suchpesin rn_dpeob
for the eastern open boundary for example. When both time scales are zero for a given
boundary é.g. for the western boundarlyy_obc westtrue,rn_dpwol=0 andrn_dpwin=0)
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OBC | Variable file name Index | Start| end
West T,S obcwestTS.nc | ib+1 | jb+1 | je—1
U obcwestU.nc | ib+1 | jb+1 | je—1
\% obcwestV.nc | ib+1 | jb+1 | je—1
East T,S obceasfTS.nc | ie-1 | jb+t1l | je—1
U obceastU.nc | ie-2 | jo+1 | je—1
Vv obceastv.nc | ie-1 | jb+1| je—1
South| T,S obcsouthTS.nc| jb+1 | ib+1 | ie — 1
U obcsouthU.nc | jb+1 | ib+1 | ie — 1
Vv obcsouthv.nc | jb+1 | ib+1 | ie — 1
North T,S obcnorthTS.nc| je-1 | ib+1 | ie — 1
U obcnorthU.nc | je-1 | ib+1 | ie —1
\ obcnorthV.nc | je-2 | ib+t1l | ie — 1

TAB. 8.2 — Requirements for creating open boundary files from a global confi-

guration, appropriate for the subdomain of indi¢es ie, jb : je. “Index” desi-
gnates the or j index along which the: of v boundary point is situated in the
global configuration, starting and ending with ther i indices indicated. For
example, to generate file obcnattnc, use the command ncksF' —d y, je — 2
—dx,ib+1,ie — 1
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this means that the boundary in question is a "fixed " boundary where the solution is
set exactly by the boundary data. This is not recommended, except in combination with
increased viscosity in a "sponge” layer next to the boundary in order to avoid spurious
reflections.

The radiationrelaxation algorithm is applied when either relaxation time (for "inflow”
or "outflow”) is non-zero. It has been developed and tested in the SPEM model and its suc-
cessor ROMS?7, which is ans-coordinate model on an Arakawa C-grid. Although the
algorithm has been numerically successful in the CLIPPER Atlantic models, the physics
do not work as expecte@]. Users are invited to consider open boundary conditions (OBC
hereafter) with some scepticisiy.

The first part of the algorithm calculates a phase velocity to determine whether per-
turbations tend to propagate toward, or away from, the boundary. Let us consider a model
variableg. The phase velocitie€l;,,Cy,) for the variablep, in the directions normal and
tangential to the boundary are

— ¢ — ¢
@t YT @ra™ (©5)
Following ? and ? we retain only the normal component of the velocity,,, setting
Cyy = 0 (but unlike the original Orlanski radiation algorithm we retainin the expres-
sion forCy,).

The discrete form of&.5), described by?, takes into account the two rows of grid
points situated inside the domain next to the boundary, and the three previous time steps
(n,n — 1, andn — 2). The same equation can then be discretized at the boundary at time
stepsn — 1, n andn + 1 in order to extrapolate for the new boundary vajiie .

In the open boundary algorithm as implemented in NEMO v2.3, the new boundary
values are updated differently depending on the sigh gf Let us take an eastern boun-
dary as an example. The solution for variablat the boundary is given by a generalized
wave equation with phase velocity;, with the addition of a relaxation term, as :

b = ~Conbat —(6:-6)  (Con>0), (8.6)
b= —(0c=9)  (Car<0) ®.7)
where ¢, is the estimate ofy at the boundary, provided as boundary data. Note that
in (8.6), Cy, is bounded by the ratiox/dt for stability reasons. Whed',, is east-
ward (outward propagation), the radiation conditi@dg] is used. WherCy,, is west-
ward (inward propagation)8(7) is used with a strong relaxation to climatology (usually
7; = r_dpein=1 day). Equation&.7) is solved with a Euler time-stepping scheme. As
a consequence, settingsmaller than, or equal to the time step is equivalent to a fixed
boundary condition. A time scale of one day is usually a good compromise which gua-
rantees that the inflow conditions remain close to climatology while ensuring numerical
stability.
In the case of a western boundary located in the Eastern Atl&ttimye been able to
implement the radiation algorithm without any boundary data, using persistence from the
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previous time step instead. This solution has not worked in other c3gses that the use

of boundary data is recommended. Even in the outflow condi8ds), (we have found it
desirable to maintain a weak relaxation to climatology. The time step is usually chosen so
as to be larger than typical turbulent scales (of order 1000 days ).

The radiation condition is applied to the model variables : temperature, salinity, tan-
gential and normal velocities. For normal and tangential velocities)dv, radiation is
applied with phase velocities calculated framandv respectively. For the radiation of
tracers, we use the phase velocity calculated from the tangential velocity in order to avoid
calculating too many independent radiation velocities and because tangential velocities
and tracers have the same position along the boundary on a C-grid.

Domain decomposition (keynpp_mpi)

Whenkey_mpp_mpi is active in the code, the computational domain is divided into
rectangles that are attributed each to a different processor. The open boundary code is
“mpp-compatible” up to a certain point. The radiation algorithm will not work if there is
an mpp subdomain boundary parallel to the open boundary at the index of the boundary, or
the grid point after (outside), or three grid points before (inside). On the other hand, there
is no problem if an mpp subdomain boundary cuts the open boundary perpendicularly.
These geometrical limitations must be checked for by the user (there is no safeguard in
the code). The general principle for the open boundary mpp code is that loops over the
open boundaries not sure what this means are performed on local indices (nieO, niel,
nje0, njel for an eastern boundary for instance) that are initialized in modalei.F90.

Those indices have relevant values on the processors that contain a segment of an open
boundary. For processors that do not include an open boundary segment, the indices are
such that the calculations within the loops are not performed.

Arrays of climatological data that are read from files are seen by all processors and
have the same dimensions for all (for instance, for the eastern boundary, uedta(jpjglo,jpk,2)).
On the other hand, the arrays for the calculation of radiation are local to each processor
(uebnd(jpj,jpk,3,3) for instance). This allowed the CLIPPER model for example, to save
on memory where the eastern boundary crossed 8 processors jpp West much smaller
than {pjef-jpjed+1).

Volume conservation

It is necessary to control the volume inside a domain when using open boundaries.
With fixed boundaries, it is enough to ensure that the total inflow/outflow has reasonable
values (either zero or a value compatible with an observed volume balance). When using
radiative boundary conditions it is necessary to have a volume constraint because each
open boundary works independently from the others. The methodology used to control
this volume is identical to the one coded in the ROMS mod@gl [

Explain obcvol. . .

OBC algorithm for update, OBC restart, list of routines where obc key appears. ..
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OBC rigid lid? . ..

Unstructured Open Boundary Conditions (keybdy)

&nambdy ! unstructured open boundaries ("key_bdy")

1.
filbdy_mask =" ! name of mask file (if In_bdy_mask=TRUE.)
filbdy_data_ T = 'bdydata_grid_T.nc’ ! name of data file (T-points)
filbdy_data_U = ’'bdydata_grid_U.nc’ ! name of data file (U-points)
filbdy_data_V = ’bdydata_grid_V.nc’ ! name of data file (V-points)
filbdy_data_bt T = 'bdydata_bt grid_T.nc’ ! name of data file for Flather condition (T-points)
filbdy_data_bt_ U = ’bdydata_bt_grid_U.nc’ ! name of data file for Flather condition (U-points)
filbdy_data_bt V = ’bdydata_bt_grid_V.nc’ ! name of data file for Flather condition (V-points)
In_bdy_clim = false. ! contain 1 (T) or 12 (F) time dumps and be cyclic
In_bdy_vol = .true. ! total volume correction (see volbdy parameter)
In_bdy_mask = false. I boundary mask from filbdy_mask (T) or boundaries are on edges of domain (F)
In_bdy_tides = .true. I Apply tidal harmonic forcing with Flather condition
In_bdy_dyn_fla = .true. ! Apply Flather condition to velocities
In_bdy_tra_frs = .false. ! Apply FRS condition to temperature and salinity
In_bdy_dyn_frs = .false. ! Apply FRS condition to velocities
nbdy_dta = 1 ! =0, bdy data are equal to the initial state

! =1, bdy data are read in 'bdydata  .nc’ files

nb_rimwidth =9 ! width of the relaxation zone
volbdy =0 ! = 0, the total water flux across open boundaries is zero

! =1, the total volume of the system is conserved

The BDY module is an alternative implementation of open boundary conditions for
regional configurations. It implements the Flow Relaxation Scheme algorithm for tempe-
rature, salinity, velocities and ice fields, and the Flather radiation condition for the depth-
mean transports. The specification of the location of the open boundary is completely
flexible and allows for example the open boundary to follow an isobath or other irregular
contour.

The BDY module was modelled on the OBC module and shares many features and a
similar coding structure?].

The Flow Relaxation Scheme

The Flow Relaxation Scheme (FRS)7, applies a simple relaxation of the model
fields to externally-specified values over a zone next to the edge of the model domain.
Given a model prognostic variable

o(d) = a(d)@e(d) + (1 — a(d))®m(d) d=1,N (8.8)

where®,,, is the model solution and. is the specified external field,gives the discrete
distance from the model boundary ands a parameter that varies frommatd = 1 to a
small value atl = N. It can be shown that this scheme is equivalent to adding a relaxation
term to the prognostic equation férof the form :

1
-

(@ — ) (8.9)

where the relaxation time scatds given by a function ofx and the model time stefat :

l—«o

T =

At (8.10)

«
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Thus the model solution is completely prescribed by the external conditions at the edge of
the model domain and is relaxed towards the external conditions over the rest of the FRS
zone. The application of a relaxation zone helps to prevent spurious reflection of outgoing
signals from the model boundary.

The functiona is specified as &nh function :

d—1
a(d) =1 — tanh (2) , d=1,N (8.11)

The width of the FRS zone is specified in the namelistlasimwidth. This is typically
set to a value between 8 and 10.

The Flather radiation scheme

The? scheme is a radiation condition on the normal, depth-mean transport across the
open boundary. It takes the form

C
U= Ue+ E (77_778)’ (812)

whereU is the depth-mean velocity normal to the boundary@izthe sea surface height,

both from the model. The subscriptndicates the same fields from external sources. The
speed of external gravity waves is given by= +/gh, andh is the depth of the water
column. The depth-mean normal velocity along the edge of the model domain is set equal
to the external depth-mean normal velocity, plus a correction term that allows gravity
waves generated internally to exit the model boundary. Note that the sea-surface height
gradient in 8.12) is a spatial gradient across the model boundary, sojthiatdefined on

theT" points withnbrdta = 1 andn is defined on thd’ points withnbrdta = 2. U and

U, are defined on th& or V' points withnbrdta = 1, i.e. between the tw@" grid points.

Choice of schemes

The Flow Relaxation Scheme may be applied separately to the temperature and sali-

nity (In_bdy.tra_frs = true) and the velocity field$r(_bdy.dyn frs = true). Flather radiation
conditions may be applied using externally defined barotropic velocities and sea-surface
height {n_bdy dyn fla = true) or using tidal harmonics fields (bdy tides= true) or both.
FRS and Flather conditions may be applied simultaneously. A typical configuration where
all possible conditions might be used is a tidal, shelf-seas model, where the barotropic
boundary conditions are fixed with the Flather scheme using tidal harmonics and possi-
bly output from a large-scale model, and FRS conditions are applied to the tracers and
baroclinic velocity fields, using fields from a large-scale model.

Note that FRS conditions will work with the filtere#ty_dynspg flt) or time-split
(key_dynspg ts) solutions for the surface pressure gradient. The Flather condition will
only work for the time-split solutionkgy_dynspgts). FRS conditions are applied at the
end of the main model time step. Flather conditions are applied during the barotropic
subcycle in the time-split solution.
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FIG. 8.8 — Example of geometry of unstructured open boundary

Boundary geometry

The definition of the open boundary is completely flexible. An example is shown in
Fig. 8.5.4 The boundary zone is defined by a series of index arrays read in from the
input boundary data filesnbidta, nbjdta, andnbrdta. The first two of these define the
global (4, 7) indices of each point in the boundary zone andithaita array defines the
discrete distance from the boundary withvdta = 1 meaning that the point is next to the
edge of the model domain amdrdta > 1 showing that the point is increasingly further
away from the edge of the model domain. These arrays are defined separately for each
of theT, U andV grids, but the relationship between the points is assumed to be as in
Fig. 8.5.4with theT" points forming the outermost row of the boundary and the first row
of velocities normal to the boundary being inside the first ro’'gdoints. The order in
which the points are defined is unimportant.

Input boundary data files

The input data files for the FRS conditions are defined in the namefiflidg data.T,
filbdy_data U, filbdy_data V. The input data files for the Flather conditions are defined in
the namelist ailbdy_data bt T, filbdy data bt U, filbdy data bt V.

The netcdf header of a typical input data file is shown in Figusea The file contains
the index arrays which define the boundary geometry as noted above and the data arrays
for each field. The data arrays are dimensioned on : a time dimensiowhich is the
index of the boundary data point in the horizontal ; ghevhich is a degenerate dimension
of 1 to enable the file to be read by the standard NEMO I/O routines. The 3D fields also
have a depth dimension.

If In_bdy.clim is set tofalse, the model expects the units of the time axis to have
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the form shown ir??, i.e. “seconds since yyyy-mm-dd hh :mm :sHjie fields are then
linearly interpolated to the model time at each timestep. Note that for this option, the time
axis of the input files must completely span the time period of the model integration. If
In_bdy.climis set to.true. (climatological boundary forcing), the model will expect either

a single set of annual mean fields (constant boundary forcing) or 12 sets of monthly mean
fields in the input files.

As in the OBC module there is an option to use initial conditions as boundary condi-
tions. This is chosen by settimp_dta = 0. However, since the model defines the boun-
dary geometry by reading the boundary index arrays from the input files, it is still neces-
sary to provide a set of input files in this case. They need only contain the boundary index
arraysnbidta, nbjdta, nbrdta.

Volume correction

There is an option to force the total volume in the regional model to be constant,
similar to the option in the OBC module. This is controlled by ttodbdy parameter in
the namelist. A value ofolbdy = 0 indicates that this option is not usedvilbdy = 1
then a correction is applied to the normal velocities around the boundary at each timestep
to ensure that the integrated volume flow through the boundary is zevolddly = 2
then the calculation of the volume change on the timestep includes the change due to the
freshwater flux across the surface and the correction velocity corrects for this as well.

Tidal harmonic forcing

To be written....
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netcdf bdydata_grid T {

dimensions:

x = 202 ;

¥ = 104 ;

xb = 2058 ;

yb =1 ;

depth = 40 ;

time_counter = UNLIMITED ; /f/ (61 currently)

variables:

float nav_lon{y, x) ;
nav_lon:units = "degrees_east" ;
nav_lon:valid_min = D.f
nav_lon:valid_max = 1005.f ;
nav_lon:long name = "Longitude" ;

float nmav_lat(y, x) ;
nav_lat:units = "degrees_morth" ;
nav_lat:valid_min = O.F
nav_lat:valid max = 515.f ;
nav_lat:long name = "Latitude"

float time_counter{time_counter) ;
time_counter:units = "seconds since 1992-01-01 00:00:00"
time_counter:calendar = "moleap" ;
time_counter:title = "Time" ;
time_counter:long name = "Time axis" ;
time_counter:time_counter origin = "1992-Jan-01 00:00:00" ;

float depth{depth) ;
depth:units = "model_levels"

depth:valid_min = 59.9493f ;

depth:valid max = 4042.771f ;

depth:long name = "Model levels"
float bdy_nsk{y, x) ;

bdy_nsk:units = "unitless" ;

bdy_nsk:nissing _valne = 1.e+20f

bdy_nsk:long name = "Unstructured boundary mask"
int nbidtaflyb, xb) ;

nbidta:units = "unitless" ;

nbidta:valid _min = 2 ;

nbidta:valid_max = 200 ;

nbidta:long name = "Bdy i indices" ;
int nbjdtalyb, xbh) ;
nbjdta:units = "unitless" ;

nbjdta:valid min = 3 ;

nbjdta:valid max 102 ;

nbjdta:long_name "Bdy j indices" ;
int nbrdtafyb, xb) ;

nbrdta:units = "unitless" ;

nbrdta:valid min = 1 ;

nbrdta:valid_max = 10 ;

nbrdta:long _name = "Bdy discrete distance” ;
float votemper(time_counter, depth, yb, xb) ;
votemper:units = "C" ;

votenper:missing value = D.f ;
votenper:valid_min = 10.f ;
votenper:valid max = 10.f ;

votenper:long_name = "Temperature" ;

votenper:short_name = "votemper"
float vosaline(time_counter, depth, yb, xb) ;

vosaline:units = "PSU" ;

vosaline:missing value = D.f ;
vosaline:valid_min = 35.5f ;
vosaline:valid max = 35.5f ;
vosaline:long _name = "Salinity"
vosaline:short_name = "vosaline" ;

// global attributes:
:title = "Onstructured boundaries data file at T-points"
:history = "01-Mar-2005 11:31:44"
:institution = "GIP MERCATOR OCEAN" ;
:references = "http://www.mercator-ocean. fr"
:rimwidth = 10 ;

FIG. 8.9 — Example of header of netcdf input data file for BDY
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The lateral physics terms in the momentum and tracer equations have been descri-
bed in§2.5.1and their discrete formulation igb.2 and§6.6). In this section we further
discuss each lateral physics option. Choosing one lateral physics scheme means for the
user defining, (1) the space and time variations of the eddy coefficients; (2) the direction
along which the lateral diffusive fluxes are evaluated (model level, geopotential or iso-
pycnal surfaces); and (3) the type of operator used (harmonic, or biharmonic operators,
and for tracers only, eddy induced advection on tracers). These three aspects of the late-
ral diffusion are set through namelist parameters and CPP keys (seartttealdf and
namdynldf below).

&namtra_|df ! lateral diffusion scheme for tracer
|

! Type of the operator :

In_traldf_lap = .true. ! laplacian operator
In_traldf_bilap = .false. ! bilaplacian operator
! Direction of action
In_traldf_level = .false. ! iso-level
In_traldf_hor = .false. ! horizontal (geopotential) (require "key_ldfslp" when In_sco=T)
In_traldf_iso = .true. ! iso-neutral (require "key_ldfslp")
! Coefficient
rn_aht_0 = 2000. ! horizontal eddy diffusivity for tracers [m2/s]
rn_ahtb_0 = 0. ! background eddy diffusivity for Idf_iso [m2/s]
rn_aeiv_0 = 2000. ! eddy induced velocity coefficient [m2/s] (require "key_traldf_eiv")
/
!
&namdyn_|df ! lateral diffusion on momentum
|
! Type of the operator :
In_dynldf_lap = .true. ! laplacian operator
In_dynldf_bilap = .false. ! bilaplacian operator
! Direction of action
In_dynldf_level = .false. ! iso-level
In_dynldf_hor = .true. ! horizontal (geopotential) (require "key_ldfslp" in s-coord.)
In_dynldf_iso = false. ! iso-neutral (require "key_ldfslp")
I Coefficient
rn_ahm_0 = 40.e3 ! horizontal eddy viscosity  [m2/s]
rn_ahmb_0 = 0. ! background eddy viscosity for Idf_iso [m2/s]
rn_ahm_0_blp = 0. I horizontal bilaplacian eddy viscosity [m4/s]

Lateral Mixing Coefficient (Idftra.F90, Idfdyn.F90)

Introducing a space variation in the lateral eddy mixing coefficients changes the mo-
del core memory requirement, adding up to four extra three-dimensional arrays for the
geopotential or isopycnal second order operator applied to momentum. Six CPP keys
control the space variation of eddy coefficients : three for momentum and three for tracer.
The three choices allow : a space variation in the three space diredteyngdldf _c3d,
key_dynldf _c3d), in the horizontal planekgy_traldf _c2d, key_dynldf _c2d), or in the ver-
tical only (key_traldf _c1d, key_dynldf _c1d). The default option is a constant value over
the whole ocean on both momentum and tracers.

The number of additional arrays that have to be defined and the gridpoint position at
which they are defined depend on both the space variation chosen and the type of operator
used. The resulting eddy viscosity and diffusivity coefficients can be a function of more



9.1. Lateral Mixing Coefficient (Idftra, Idfdyn) 149

than one variable. Changes in the computer code when switching from one option to
another have been minimized by introducing the eddy coefficients as statement functions
(include fileldftra_substitute.h9@nd Idfdyn substitute.h9D The functions are replaced

by their actual meaning during the preprocessing step (CPP). The specification of the
space variation of the coefficient is madddftra.F90 andldfdyn.F9Q or more precisely

in include fileddftra_cNd.h90andldfdyn.cNd.h9Q with N=1, 2 or 3. The user can modify
these include files as he/she wishes. The way the mixing coefficient are set in the reference
version can be briefly described as follows :

Constant Mixing Coefficients (default option)

When none of thé&ey_Idfdyn _... andkey_Idftra _... keys are defined, a constant value
is used over the whole ocean for momentum and tracers, which is specified through the
rn_ahmOandrn_ahtOnamelist parameters.

Vertically varying Mixing Coefficients (key _ldftra _c1d and keyldfdyn _c1d)

The 1D option is only available when using theoordinate with full step. Indeed in
all the other types of vertical coordinate, the depth is a 3D functiohjdf)and therefore,
introducing depth-dependent mixing coefficients will require 3D arrays. In the 1D option,
a hyperbolic variation of the lateral mixing coefficient is introduced in which the surface
value isrn_aht0(rn_ahmQ, the bottom value is 1/4 of the surface value, and the transition
takes place around z=300 m with a width of 3004m.(both the depth and the width of
the inflection point are set to 300 m). This profile is hard coded indftea_c1d.h9Q but
can be easily modified by users.

Horizontally Varying Mixing Coefficients (key _Idftra _c2d and key |dfdyn _c2d)

By default the horizontal variation of the eddy coefficient depends on the local mesh
size and the type of operator used :
MAQ for laplacian operator
emaw
A= (9.1)
max(ey, e2)”

3
l . .
A, for bilaplacian operator

3
Cmaz

wheree, .. is the maximum ok, ande, taken over the whole masked ocean domain,
andA! is thern_ahmO(momentum) orn_ahtO(tracer) namelist parameter. This variation

is intended to reflect the lesser need for subgrid scale eddy mixing where the grid size
is smaller in the domain. It was introduced in the context of the DYNAMO modelling
project [?]. Note that such a grid scale dependance of mixing coefficients significantly
increase the range of stability of model configurations presenting large changes in grid
pacing such as global ocean models. Indeed, in such a case, a constant mixing coefficient
can lead to a blow up of the model due to large coefficient compare to the smallest grid
size (se3.3), especially when using a bilaplacian operator.
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Other formulations can be introduced by the user for a given configuration. For example,
in the ORCAZ2 global ocean modetdy_orca_r2), the laplacian viscosity operator uses
rn_ahmO= 4.10' m?/s poleward of 20 north and south and decreases linearlgnt@ht0=
2.10° m?/s at the equator?]. This modification can be found in routiteéf_dyn c2d. orca
defined inldfdyn.c2d.F90 Similar modified horizontal variations can be found with the
Antarctic or Arctic sub-domain options of ORCA2 and ORCARS&Y _antarctic orkey_arctic
defined, se&dfdyn antarctic.h90andldfdyn arctic.h90.

Space Varying Mixing Coefficients (keyldftra _c3d and keyldfdyn c3d)

The 3D space variation of the mixing coefficient is simply the combination of the 1D
and 2D cases,.e. a hyperbolic tangent variation with depth associated with a grid size
dependence of the magnitude of the coefficient.

Space and Time Varying Mixing Coefficients

There is no default specification of space and time varying mixing coefficient. The
only case available is specific to the ORCA2 and ORCAOQ5 global ocean configurations
(key_orca_r2 or key_orca_r05). It provides only a tracer mixing coefficient for eddy in-
duced velocity (ORCAZ2) or both iso-neutral and eddy induced velocity (ORCAO05) that
depends on the local growth rate of baroclinic instability. This specification is actually
used when an ORCA key and bdtay_traldf _eiv andkey_traldf _c2d are defined.

A space variation in the eddy coefficient appeals several remarks :

(1) the momentum diffusion operator acting along model level surfaces is written in
terms of curl and divergent components of the horizontal current§@é&e?. Although
the eddy coefficient can be set to different values in these two terms, this option is not
available.

(2) with an horizontally varying viscosity, the quadratic integral constraints on en-
strophy and on the square of the horizontal divergence for operators acting along model-
surfaces are no longer satisfied (Appendix).

(3) for isopycnal diffusion on momentum or tracers, an additional purely horizontal
background diffusion with uniform coefficient can be added by setting a non zero value of
rn_ahmbQor rn_ahtbQ a background horizontal eddy viscosity or diffusivity coefficient
(namelist parameters whose default valuesOaréiowever, the technique used to com-
pute the isopycnal slopes is intended to get rid of such a background diffusion, since it
introduces spurious diapycnal diffusion ($8e2).

(4) when an eddy induced advection term is udesl trahdf _eiv), A¢", the eddy
induced coefficient has to be defined. Its space variations are controlled by the same CPP
variable as for the eddy diffusivity coefficientd. key_traldf _cNd).

(5) the eddy coefficient associated with a biharmonic operator must be setgative
value.

(6) it is possible to use both the laplacian and biharmonic operators concurrently.
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(7) itis possible to run without explicit lateral diffusion on momentudmdynlidflap
= In_dynldfbilap = false). This is recommended when using the UBS advection scheme
on momentuml_dynadvubs= true, seé.3.2 and can be useful for testing purposes.

Direction of Lateral Mixing ( Idfslp.F90)

A direction for lateral mixing has to be defined when the desired operator does not
act along the model levels. This occurs whef horizontal mixing is required on tracer
or momentum Ia_traldf_hor or In_dynldf hor) in s- or mixed s-z- coordinates, andb)
isoneutral mixing is required whatever the vertical coordinate is. This direction of mixing
is defined by its slopes in tHe andj-directions at the face of the cell of the quantity to
be diffused. For a tracer, this leads to the following four slop@s,, 71w, 720, T2 (S€€
(5.11), while for momentum the slopes arg, r1uw, r2f, T2uw fOr w andry s, rivw, v,
Touw TOF .

slopes for tracer geopotential mixing in thes-coordinate

In s-coordinates, geopotential mixing 4. horizontal mixing)r, andr, are the slopes
between the geopotential and computational surfaces. Their discrete formulation is found
by locally solving 6.11) when the diffusive fluxes in the three directions are set to zero
andT is assumed to be horizontally uniforme. a linear function otzr, the depth of a
T-point.

€3u 1
Ty = . 5i+1/2[2t] R —— 0i41)2 [2t]
<€1u %Hl/z,k) €1y
€3v 1
T2y = j+1/2 k 5j+1/2 [Zt] ~ 67 5j+1/2 [Zt]
<€2v €3w 7 ) 2v (9.2)
-5 ~— 0;
Tw 1w i+1/21%t 1w Z+1/2[zuw]
- 5. ~— 0,
T2w g I +1/2 Zt €0 j+1/2[700]

These slopes are computed oncklislp_init whenln_sco=True, and eithen_traldf_hor=True
or In_dynldthor=True.

slopes for tracer iso-neutral mixing

In iso-neutral mixing-; andr- are the slopes between the iso-neutral and computa-
tional surfaces. Their formulation does not depend on the vertical coordinate used. Their
discrete formulation is found using the fact that the diffusive fluxes of locally referenced
potential densityi(e. insitu density) vanish. So, substitutirigby p in (5.11) and setting
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the diffusive fluxes in the three directions to zero leads to the following definition for the
neutral slopes :

€3u 5i+1/2 0]
Mu = 1y ——it1/2k
5k+1/2 (0]
ez Gip12(p)
2w = ey =———=111/2,k
5k+1/2 (0]
- ©3)
€3w 51+1/2[P]
Ty = — ————7—
elw  Opt1/2[p)
3 k+1/2
esw Oj+1/2[p
row = —

€2w k41 /2 (o]

As the mixing is performed along neutral surfaces, the gradienim{9.3) has to be
evaluated at the same local pressure (which, in decibars, is approximated by the depth in
meters in the model). Therefor®.8) cannot be used as such, but further transformation
is needed depending on the vertical coordinate used :

z-coordinate with full step : in (9.3) the densities appearing in thendj derivatives
are taken at the same depth, thus theitu density can be used. This is not the
case for the vertical derivativesy;, ; »[p] is replaced by-pN?/g, whereN? is
the local Brunt-Vaiala frequency evaluated followirg)(sees5.8.2).

z-coordinate with partial step : this case is identical to the full step case except that at
partial step level, thborizontaldensity gradient is evaluated as describegbir®.

s- or hybrid s-z- coordinate : in the current release dIEMO , there is no specific
treatment for iso-neutral mixing in thecoordinate. In other words, iso-neutral
mixing will only be accurately represented with a linear equation of stete(¢s-1
or 2). In the case of a "true” equation of state, the evaluatianawidj derivatives
in (9.3) will include a pressure dependent part, leading to the wrong evaluation of
the neutral slopes.

Note : The solution fog-coordinate passes trough the use of different (and better)
expression for the constraint on iso-neutral fluxes. Follovidnmstead of speci-
fying directly that there is a zero neutral diffusive flux of locally referenced poten-
tial density, we stay in th&'-S plane and consider the balance between the neutral
direction diffusive fluxes of potential temperature and salinity :

aF(T) = B F(S) (9.4)
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This constraint leads to the following definition for the slopes :

ey vy 0i1/2[T] = Bu 0ig1/2195]
Tl = a — _i+1/2,k —i+1/2,k
vy Opy1/2(T] — Bu Opt1/2[5
€30 0511721 — B 641/2(5]
R — —j+1/2,k
€ S ; — ;
o e3w Cw 5i+1/2[T — Bw 5z‘+1/2
lw — —
e1w o Opr1/2[T] — Buw Opy1/2[5]
j,k?-‘rl/Q :j,k‘-‘rl/Q
= 30 u 8j41/2[T] — Bw 054125
“ €2 Ay 5k+1/2 [T — Bu 5k+1/2[5]

wherea and 3, the thermal expansion and saline contraction coefficients introdu-
ceding5.8.2 have to be evaluated at the three velocity points. In order to save com-
putation time, they should be approximated by the mean of their valdepaints

(for example in the case of : o, = a7 /2, o, = A’/ T1/2 anday, = ap*t1/2),

Note that such a formulation could be also used irztieeordinate and-coordinate

with partial steps cases.

This implementation is a rather old one. It is similar to the one proposed by Cox
[1987], except for the background horizontal diffusion. Indeed, the Cox implementation
of isopycnal diffusion in GFDL-type models requires a minimum background horizontal
diffusion for numerical stability reasons. To overcome this problem, several techniques
have been proposed in which the numerical schemes of the ocean model are modified
[?7]. Here, another strategy has been cho&na local filtering of the iso-neutral slopes
(made on 9 grid-points) prevents the development of grid point noise generated by the iso-
neutral diffusion operator (Fi@.2.2. This allows an iso-neutral diffusion scheme without
additional background horizontal mixing. This technique can be viewed as a diffusion
operator that acts along large-scale®) iso-neutral surfaces. The diapycnal diffusion
required for numerical stability is thus minimized and its net effect on the flow is quite
small when compared to the effect of an horizontal background mixing.

Nevertheless, this iso-neutral operator does not ensure that variance cannot increase,
contrary to the? operator which has that property.

In addition and also for numerical stability reasof8]] the slopes are bounded by
1/100 everywhere. This limit is decreasing linearly to zero fétnmeters depth and the
surface (the fact that the eddies "feel” the surface motivates this flattening of isopycnals
near the surface).

For numerical stability reason87], the slopes must also be boundedibit00 eve-
rywhere. This constraint is applied in a piecewise linear fashion, increasing from zero at
the surface td /100 at 70 metres and thereafter decreasing to zero at the bottom of the
ocean. (the fact that the eddies "feel” the surface motivates this flattening of isopycnals
near the surface).
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FIG. 9.1 — averaging procedure for isopycnal slope computation.

add here a discussion about the flattening of the slopes, vs tapering the coefficient.

9.2.3 slopes for momentum iso-neutral mixing

The iso-neutral diffusion operator on momentum is the same as the one used on tracers
but applied to each component of the velocity separately &G&6)(n section6.6.2. The
slopes between the surface along which the diffusion operator acts and the surface of
computation £- or s-surfaces) are defined &t, f-, anduw- points for theu-component,
andT-, f- andvw points for thev-component. They are computed from the slopes used
for tracer diffusionj.e. (9.2) and ©.3) :

.  ii1/2
¢ =Tla' rp =T
_ —J+1/2 =7
rof = T20 7 / Top = T2y’ (9 6)
i+1/2 —J+1/2 '

Tluw = T1lw 1/ and 7y = lej+ /

—j+1/2 —j+1/2
Touw = T T/ Povw = Tag? 7Y/

The major issue remaining is in the specification of the boundary conditions. The
same boundary conditions are chosen as those used for lateral diffusion along model level
surfaces, i.e. using the shear computed along the model levels and with no additional
friction at the ocean bottom (s€8.1).
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Eddy Induced Velocity {raadv_eiv.F90Q, Idfeiv.F90)

When Gent and McWilliams [1990] diffusion is usekiey_traldf _eiv defined), an
eddy induced tracer advection term is added, the formulation of which depends on the
slopes of iso-neutral surfaces. Contrary to the case of iso-neutral mixing, the slopes used
here are referenced to the geopotential surfaceg9.2) is used inz-coordinates, and the
sum 0.2 + (9.3) in s-coordinates. The eddy induced velocity is given by :

1 .
u* = p— Ok |:€2u Ao Tw IH/Z}
U u
1 , A
V= b e AR T 9.7)
u v
1 , . . .
w w

where A°? is the eddy induced velocity coefficient whose value is set thrangheiv,
anamdtraldf namelist parameter. The three components of the eddy induced velocity are
computed and add to the eulerian velocitytrimadv_eiv.F9Q This has been preferred to
a separate computation of the advective trends associated with the eiv velocity, since it
allows us to take advantage of all the advection schemes offered for the tracejs. 3ee
and not just the"? order advection scheme as in previous releases of CPAThis
is particularly useful for passive tracers whemsitivity of the advection scheme is of
paramount importance.

At the surface, lateral and bottom boundaries, the eddy induced velocity, and thus the
advective eddy fluxes of heat and salt, are set to zero.
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FIG. 9.2 — Vertical profile of the slope used for lateral mixing in the mixed layer :
(a) in the real ocean the slope is the iso-neutral slope in the ocean interior, which
has to be adjusted at the surface boundary (i.e. it must tend to zero at the surface
since there is no mixing across the air-sea interface : wall boundary condition).
Nevertheless, the profile between the surface zero value and the interior iso-neutral
one is unknown, and especially the value at the base of the mixed Ig)goro-

file of slope using a linear tapering of the slope near the surface and imposing a
maximum slope of 1/100(c) profile of slope actually used INEMO: a linear
decrease of the slope from zero at the surface to its ocean interior value computed
just below the mixed layer. Note the huge change in the slope at the base of the
mixed layer betwee(b) and(c).
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Vertical Mixing

The discrete form of the ocean subgrid scale physics has been presegegiand
§6.7. At the surface and bottom boundaries, the turbulent fluxes of momentum, heat and
salt have to be defined. At the surface they are prescribed from the surface forcing (see
Chap.7), while at the bottom they are set to zero for heat and salt, unless a geothermal flux
forcing is prescribed as a bottom boundary condition key_trabbl defined, se§5.4.3,
and specified through a bottom friction parameterisation for momentung{Se@.

In this section we briefly discuss the various choices offered to compute the verti-
cal eddy viscosity and diffusivity coefficients{” , A7 and AT (A”S), defined at
uw-, vw- andw- points, respectively (se¢b.3 and§6.7). These coefficients can be as-
sumed to be either constant, or a function of the local Richardson number, or computed
from a turbulent closure model (either TKE or KPP formulation). The computation of
these coefficients is initialized in thelfini.F90module and performed in thedfric.FOQ
zdftke.F90or zdfkpp.F90modules. The trends due to the vertical momentum and tracer
diffusion, including the surface forcing, are computed and added to the general trend in
thedynzdf.FOGandtrazdf.FO0modules, respectively. These trends can be computed using
either a forward time stepping scheme (nhamelist paranetedfexgtrue) or a backward
time stepping schemén(zdfexp-false) depending on the magnitude of the mixing coeffi-
cients, and thus of the formulation used (§8g

Constant (keyzdfcst)

I

&namzdf ! vertical physics

|
rn_avmO = 1.2e-4 ! vertical eddy viscosity  [m2/s] (background Kz if not "key_zdfcst")
rn_avt0 = 1.2e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
nn_avb = 0 ! profile for background avt & avm (=1) or not (=0)
nn_havtb = 0 ! horizontal shape for avtb (=1) or not (=0)
In_zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)
nn_evdm = 0 ! evd apply on tracer (=0) or on tracer and momentum (=1)
rn_avevd = 100. ! evd mixing coefficient [m2/s]
In_zdfnpc = .false. ! Non-Penetrative algorithm (T) or not (F)
nn_npc = 1 ! frequency of application of npc
nn_npcp = 365 I npc control print frequency
In_zdfexp = false. ! time-stepping: split-explicit (T) or implicit (F) time stepping
nn_zdfexp = 3 ! number of sub-timestep for In_zdfexp=T

Whenkey_zdfcstis defined, the momentum and tracer vertical eddy coefficients are
set to constant values over the whole ocean. This is the crudest way to define the vertical
ocean physics. It is recommended that this option is only used in process studies, not in
basin scale simulations. Typical values used in this case are :

AV = AV = 1210t mPsT!

AT — AYS = 12109 m2.s7 !
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These values are set through tlreavmOand rn_avtO namelist parameters. In all
cases, do not use values smaller that those associated with the molecular viscosity and
diffusivity, that is~ 1076 m?2.s~! for momentum~ 10~7 m?2.s~! for temperature and
~ 1079 m2.s~! for salinity.

Richardson Number Dependent (keydyfric)

&namzdf_ric ! richardson number dependent vertical diffusion ("key_zdfric" )
1

rn_avmri = 100.e-4 ! maximum value of the vertical viscosity

rn_alp = 5. I coefficient of the parameterization

nn_ric = 2 I coefficient of the parameterization

/

Whenkey_zdfric is defined, a local Richardson number dependent formulation for
the vertical momentum and tracer eddy coefficients is set. The vertical mixing coefficients
are diagnosed from the large scale variables computed by the noditll measurements
have been used to link vertical turbulent activity to large scale ocean structures. The hypo-
thesis of a mixing mainly maintained by the growth of Kelvin-Helmholtz like instabilities
leads to a dependency between the vertical eddy coefficients and the local Richardson
number {.e. the ratio of stratification to vertical shear). Followifigthe following for-
mulation has been implemented :

A’UT _ Agzj; _"_A’UT
T (Q+aR)" TP
T (10.1)
Avm — A’Um
(1+ a Ri) 4

whereRi = N2/ (9.U,)? is the local Richardson numbeé, is the local Brunt-Vaiala fre-
quency (se€5.8.2, AgT and A} are the constant background values set as in the
constant case (s€d0.1.9, and A¥Z = 107* m?.s~! is the maximum value that can
be reached by the coefficient whé&i < 0, a = 5 andn = 2. The last three values can
be modified by setting then_avmri, rn_alp andnn._ric namelist parameters, respectively.

TKE Turbulent Closure Scheme (keyzdftke)
|
&namzdf_tke ! turbulent eddy kinetic dependent vertical diffusion ("key_zdftke")
|
rn_ediff = 01 ! coef. for vertical eddy coef. (avt=rn_edifffmxI*sqrt(e) )
rn_ediss = 0.7 ! coef. of the Kolmogoroff dissipation
rn_ebb = 60. ! coef. of the surface input of tke
rn_emin = 1l.e-6 ! minimum value of tke [m2/s2]
rm_emin0 = le-4 ! surface minimum value of tke [m2/s2]
m_bshear = 1.e-20 ! background shear (>0)
nn_mx| = 2 ! mixing length: = O bounded by the distance to surface and bottom

! = 1 bounded by the local vertical scale factor
! = 2 first vertical derivative of mixing length bounded by 1
! = 3 same criteria as case 2 but applied in a different way

nn_pdl| = 1 ! Prandtl number function of richarson number (=1, avt=pdI(Ri)*avm) or not (=0, avt=avm)
In_mxI0 = false. I mixing length scale surface value as function of wind stress (T) or not (F)

rn_Imin = 0.001 ! interior buoyancy lenght scale minimum value

rn_Imin0 = 0.01 ! surface buoyancy lenght scale minimum value

nn_etau = 0 ! exponentially deceasing penetration of tke due to internal & intertial waves

0 no penetration ( O(2 km) resolution)
1 additional tke source
2 additional tke source applied only at the base of the mixed layer
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nn_htau = 1 ! type of exponentlal decrease of tke penetration
! = 0 constant 10 m length scale
! =1 0.5m at the equator to 30m at high latitudes

rn_efr = 0.05 ! fraction of surface tke value which penetrates inside the ocean
In_lc = .false. ! Langmuir cell parameterisation
m_lc = 0.15 ! coef. associated to Langmuir cells

The vertical eddy viscosity and diffusivity coefficients are computed from a TKE
turbulent closure model based on a prognostic equatiof the turbulent kinetic energy,
and a closure assumption for the turbulent length scales. This turbulent closure model
has been developed ®in the atmospheric case, adapted®fpr the oceanic case, and
embedded in OPA, the ancestor of NEMO,bfpr equatorial Atlantic simulations. Since
then, significant modifications have been introduce® byboth the implementation and
the formulation of the mixing length scale. The time evolutiorea$ the result of the
production ofe through vertical shear, its destruction through stratification, its vertical
diffusion, and its dissipation cf type :

O Kn | (0w [0v) s 1 0 [A™ oe &3/2
% K%) *(%”‘KPN ek e ) o T 02

K, =CyliVve

10.3
o, (10.3)

where N is the local Brunt-Vaiéla frequency (seé5.8.2, . andl,, are the dissipation
and mixing length scaled?,; is the Prandtl numbety,, and K, are the vertical eddy
viscosity and diffusivity coefficients. The constaiits = 0.1 andC, = v/2/2 ~ 0.7
are designed to deal with vertical mixing at any de@h They are set through namelist
parametersin_ediff andnn_ediss P,; can be set to unity or, following, be a function of
the local Richardson numbeR; :

1 if R;<0.2
10 if 2< R

The choice ofP,; is controlled by thean_pdl namelist parameter.

For computational efficiency, the original formulation of the turbulent length scales
proposed by? has been simplified. Four formulations are proposed, the choice of which
is controlled by thenn.mxl namelist parameter. The first two are based on the following
first order approximation?] :

I, =1. =2 /N (10.4)

which is valid in a stable stratified region with constant values of the Brunta¥afee-
guency. The resulting length scale is bounded by the distance to the surface or to the
bottom qin_mxl = 0) or by the local vertical scale factanr{mx| = 1). ? notice that this
simplification has two major drawbacks : it makes no sense for locally unstable stratifi-
cation and the computation no longer uses all the information contained in the vertical
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FiG. 10.1 — lllustration of the mixing length computation.

density profile. To overcome these drawbackdtroduces thenn.mxl = 2 or 3 cases,
which add an extra assumption concerning the vertical gradient of the computed length
scale. So, the length scales are first evaluated aid)(and then bounded such that :

ol

Sp|SL o with 1= =1, (10.5)

(10.5 means that the vertical variations of the length scale cannot be larger than the
variations of depth. It provides a better approximation of 2fermulation while being

much less time consuming. In particular, it allows the length scale to be limited not only
by the distance to the surface or to the ocean bottom but also by the distance to a strongly
stratified portion of the water column such as the thermocline (Fgl.3. In order to
impose the 10.95 constraint, we introduce two additional length scalég,:and gy,

the upward and downward length scales, and evaluate the dissipation and mixing length
scales as (and note that here we use numerical indexing) :

1) = min (l(m 1D ) ) from k = 1 to jpk
)8

dwn

(10.6)
= min (l(k) A 1)) fromk = jpkto1

dwn

wherel® is computed usinglQ.4), i.e. (%) = \/2e(*) / N2*)
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In the nn.mxI=2 case, the dissipation and mixing length scales take the same value :
lp, = lc = min(lyp , lawn ), While in thennmxkE2 case, the dissipation and mixing
turbulent length scales are give as?in

be = /Ty lawn
¥ p (10.7)

le = min( lup s lawn )

At the sea surface the value éfis prescribed from the wind stress fielde: =
rn_ebb |7| (r_ebb=60 by default) with a minimal threshold ofi_eminQG= 10~ m?2.s~2
(namelist parameters). Its value at the bottom of the ocean is assumed to be equal to the
value of the level just above. The time integration of éreguation may formally lead to
negative values because the numerical scheme does not ensure its positivity. To overcome
this problem, a cut-off in the minimum value afis used fn_eminnamelist parameter).
Following ?, the cut-off value is set t§/2/2 10~ m?2.s~2. This allows the subsequent
formulations to match that o? for the diffusion in the thermocline and deep ocean :
K, =1073/N. In addition, a cut-off is applied ok, and K, to avoid numerical insta-
bilities associated with too weak vertical diffusion. They must be specified at least larger
than the molecular values, and are set throughvmOandrn_avtO(namzdf namelist, see
§10.1.D.

TKE discretization considerations (keyzdftke)

The production of turbulence by vertical shear (the first term of the right hand side of
(10.2) should balance the loss of kinetic energy associated with the vertical momentum
diffusion (first line in £.36)). To do so a special care have to be taken for both the time
and space discretization of the TKE equati@h [

Let us first address the time stepping issue. Eiyl.4shows how the two-level Leap-
Frog time stepping of the momentum and tracer equations interplays with the one-level
forward time stepping of TKE equation. With this framework, the total loss of kinetic
energy (in 1D for the demonstration) due to the vertical momentum diffusion is obtained
by multiplying this quantity by:! and summing the result vertically :

n

/ ut 9, (Kmt (azu)HAt) dz

—H . (10.8)
n
_ [ut K, (azu)t+Ati| _ / K,.' 0ut 0.ul A dz

—H _H

Here, the vertical diffusion of momentum is discretized backward in time with a coeffi-
cient,K,,,, known at timet (Fig. 10.1.9, as itis required when using the TKE scheme (see
§3.3). The first term of the right hand side df(@.8 represents the kinetic energy transfer
at the surface (atmospheric forcing) and at the bottom (friction effect). The second term is
always negative. It is the dissipation rate of kinetic energy, and thus minus the shear pro-
duction rate ok. (10.8 implies that, to be energetically consistent, the production rate of
e used to computée)’ (and thusk,,,") should be expressed &,,' 2 (0,u)! =2t (0,u)*
(and not by the more straightforwafd,, (azu)2 expression taken at timeor t — At).
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FIG. 10.2 — lllustration of the TKE time integration and its links to the momentum
and tracer time integration.

A similar consideration applies on the destruction rate diie to stratification (se-
cond term of the right hand side df@.2). This term must balance the input of potential
energy resulting from vertical mixing. The rate of change of potential energy (in 1D for the
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demonstration) due vertical mixing is obtained by multiplying vertical density diffusion
tendency by z and and summing the result vertically :

U
/ 920, (K, (8kp)t+At) dz
—H

—H

n n
= [g z Kpt (82,0)”&} — /H g Kpt (8kp)t+At dz (10.9)

_ [z K, (N2)t+At]"

+ /7] pt+At Kpt (NQ)t+At dZ
- —H
where we us&V? = —g d.p/(e3p). The first term of the right hand side df@.9 is always
zero because there is no diffusive flux through the ocean surface and bottom). The second
term is minus the destruction rate @tiue to stratification. Thereford@.8 implies that,

to be energetically consistent, the prodiict’ 2! (N2)* should be used in1Q.2, the
TKE equation.

Let us now address the space discretization issue. The vertical eddy coefficients are
defined atw-point whereas the haorizontal velocity components are in the centre of the
side faces of @-box in staggered C-grid (Fig.1.1). A space averaging is thus required
to obtain the shear TKE production term. By redoing th@.9 in the 3D case, it can be
shown that the product of eddy coefficient by the sheaaad: — At must be performed
prior to the averaging. Furthermore, the possible time variatian ¢fey_vvl case) have
to be taken into account.

The above energetic considerations leads to the following final discrete form for the
TKE equation :

@ = O _ [ (e Ot /2[5 i o[ |
At - m egutTAt esut

egut AL g0t

. t—At rl}t+At ) Ut J
+<<ij+1/2) k+1/2[ | Orq1/2l ]) }

) 10.10
*Kpt At (NQ)t ( )

1 t—At 5k[(é)t+At]
+e3wt+At 5k+1/2 [Km egwt AL

. ({) oy

where the last two terms Q.10 (vertical diffusion and Kolmogorov dissipation) are
time stepped using a backward schemed3&®. Note that the Kolmogorov term has been
linearized in time in order to render the implicit computation possible. The restart of the
TKE scheme requires the storageeof<,,,, K, andl. as they all appear in the right hand
side of (L0.10. For the latter, it is in fact the rati¢/e/I. which is stored.
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10.1.5 GLS Generic Length Scale (keydfgls)

&namzdf_gls ! GLS vertical diffusion ("key_zdfgls")
1
m_emin = le-6 ! minimum value of e [m2/s2]
m_epsmin = le-12 ! minimum value of eps [m2/s3]
In_length_lim = .true. ! limit on the dissipation rate under stable stratification (Galperin et al., 1988)
clim_galp = 053 ! galperin limit
In_crban = .TRUE. ! Use Craig & Banner (1994) surface wave mixing parametrisation
In_sigpsi = .TRUE. ! Activate or not Burchard 2001 mods on psi schmidt number in the wb case
rn_crban = 100. ! Craig and Banner 1994 constant for wb tke flux
rn_charn = 70000. ! Charnock constant for wb induced roughness length
nn_tkebc_surf = 1 ! surface tke condition (0/1/2=Dir/Neum/Dir Mellor-Blumberg)
nn_tkebc_bot = 1 ! bottom tke condition (0/1=Dir/Neum)
nn_psibc_surf = 1 ! surface psi condition (0/1/2=Dir/Neum/Dir Mellor-Blumberg)
nn_psibc_bot = 1 I bottom psi condition (0/1=Dir/Neum)
nn_stab_func = 2 I stability function (0=Galp, 1= KC94, 2=CanutoA, 3=CanutoB)
nn_clos = 1 ! predefined closure type (0=MY82, 1=k-eps, 2=k-w, 3=Gen)

The Generic Length Scale (GLS) scheme is a turbulent closure scheme based on two
prognostic equations : one for the turbulent kinetic energynd another for the generic
length scaley [?7]. This later variable is defined as): = Cy,” €™ I"*, where the triplet
(p,m,n) value given in Tali0.1.5allows to recover a number of well-known turbulent
closures k-kl [?], k-€ [?], k-w [?] among others77]). The GLS scheme is given by the
following set of equations :

e Ky |[0u\® [ov)? s 1 0 [K, de
5= e [(m:) +<ak> ] - K,N +638k{638k¢}_6 (10.11)

O Y| C1 Ky |[(0u\® [0\
9t e ) oues <8I<:) +<8k>

—CngNQ—Cger}

(10.12)
1 0 1 Km0y
€3 ok €3 Ok
Kn=C,Vel
: (10.13)
K,=Cy Vel
é3/2
€ = C(]# T (1014)

constant'y, Cq, C3, o, oy and the wall function £w) depends of the choice of the
turbulence model. Four different turbulent models are pre-definedl(@dbg. They are
made available through tjis namelist parameter.

In the Mellor-Yamada model, the negativity afallows to use a wall function to
force the convergence of the mixing length towafkds, (K : Kappa andz, : rugosity
length) value near physical boundaries (logarithmic boundary layer &wandC,,, are
calculated from stability function proposed By or by ? or one of the two functions
suggested by (nn_stabfunc=0, 1, 2 or 3, resp.). The value 6%, depends of the choice
of the stability function.
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k — ki k—e k—w generic
nn_clo 0 1 2 3
(p,n,m) (0,1,1) (3,15,-1) (-1,05,-1) (2,1,-0.67)
o 2.44 1. 2. 0.8
Ty 2.44 1.3 2. 1.07
Ci 0.9 1.44 0.555 1.
Cy 0.5 1.92 0.833 1.22
Cs 1. 1. 1. 1.
Foau Yes - - -

TAB. 10.1 — Set of predefined GLS parameters, or equivalently predefined turbu-
lence models available witkey_gls and controlled by th@n_clos namelist para-
meter.

The surface and bottom boundary condition on oéimd:) can be calculated thanks
to Dirichlet or Neumann condition througin_tkebcsurf and nn_tkebcbot, resp. The
wave effect on the mixing could be also being consideféd [

The equation is known to fail in stably stratified flows, and for this reason almost
all authors apply a clipping of the length scale asadrhocremedy. With this clipping,
the maximum permissible length scale is determined,py = c;,,v/2¢/N. A value of
cim = 0.53 is often used7]. ? show that the value of the clipping factor is of crucial
importance for the entrainment depth predicted in stably stratified situations, and that its
value has to be chosen in accordance with the algebraic model for the turbulent Buxes.
The clipping is only activated ifn_lengthlim=true, and the;,, is set to theclim_galp
value.

K Profile Parametrisation (KPP) (keyzdfkpp)

&namzdf_kpp ! K-Profile Parameterization dependent vertical mixing ("key_zdfkpp", and optionnally:
! "key_kppcustom” or "key_kpplktb")
In_kpprimix = .true. ! shear instability mixing
rn_difmiw = 1.0e-04 ! constant internal wave viscosity [m2/s]
rn_difsiw = 0.1e-04 ! constant internal wave diffusivity [m2/s]
rn_riinfty = 0.8 ! local Richardson Number limit for shear instability
rn_difri = 0.0050 ! maximum shear mixing at Rig = 0 [m2/s]
rn_bvsgcon = -0.01e-07 ! Brunt-Vaisala squared for maximum convection [1/s2]
rn_difcon = 1. ! maximum mixing in interior convection [m2/s]
nn_avb = 0 ! horizontal averaged (=1) or not (=0) on avt and amv
nn_ave =1 ! constant (=0) or profile (=1) background on avt

The KKP scheme has been implemented by J. Chanut ...
Add a description of KPP here.

Convection

&namzdf ! vertical physics
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rn_avmO = 1.2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
rn_avt0 = 12e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
nn_avb = 0 I profile for background avt & avm (=1) or not (=0)

nn_havtb = 0 ! horizontal shape for avtb (=1) or not (=0)

In_zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)

nn_evdm = 0 ! evd apply on tracer (=0) or on tracer and momentum (=1)

rn_avevd = 100. ! evd mixing coefficient [m2/s]

In_zdfnpc = false. I Non-Penetrative algorithm (T) or not (F)

nn_npc = 1 ! frequency of application of npc

nn_npcp = 365 ! npc control print frequency

In_zdfexp = false. ! time-stepping: split-explicit (T) or implicit (F) time stepping

nn_zdfexp = 3 I number of sub-timestep for In_zdfexp=T

Static instabilities (i.e. light potential densities under heavy ones) may occur at par-
ticular ocean grid points. In nature, convective processes quickly re-establish the static
stability of the water column. These processes have been removed from the model via
the hydrostatic assumption so they must be parameterized. Three parameterisations are
available to deal with convective processes : a non-penetrative convective adjustment or
an enhanced vertical diffusion, or/and the use of a turbulent closure scheme.

10.2.1 Non-Penetrative Convective Adjustmentl_tranpc=.true.)

&namzdf ! vertical physics
|
rn_avmoO = 1.2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
rn_avt0 = 1.2e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
nn_avb = 0 I profile for background avt & avm (=1) or not (=0)
nn_havtb = 0 I horizontal shape for avtb (=1) or not (=0)
In_zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)
nn_evdm = 0 ! evd apply on tracer (=0) or on tracer and momentum (=1)
rm_avevd = 100. ! evd mixing coefficient [m2/s]
In_zdfnpc = .false. ! Non-Penetrative algorithm (T) or not (F)
nn_npc = 1 ! frequency of application of npc
nn_npcp = 365 ! npc control print frequency
In_zdfexp = false. I time-stepping: split-explicit (T) or implicit (F) time stepping
nn_zdfexp = 3 ! number of sub-timestep for In_zdfexp=T

The non-penetrative convective adjustment is used vmedfnpetrue. It is applied
at eachnn_.npc time step and mixes downwards instantaneously the statically unstable
portion of the water column, but only until the density structure becomes neutrally stable
(i.e. until the mixed portion of the water column hesactlythe density of the water just
below) [?]. The associated algorithm is an iterative process used in the following way
(Fig. 10.2.] : starting from the top of the ocean, the first instability is found. Assume
in the following that the instability is located between levelandk + 1. The potential
temperature and salinity in the two levels are vertically mixed, conserving the heat and
salt contents of the water column. The new density is then computed by a linear approxi-
mation. If the new density profile is still unstable between le¥els1 andk + 2, levels
k, k + 1 andk + 2 are then mixed. This process is repeated until stability is established
below the levek (the mixing process can go down to the ocean bottom). The algorithm
is repeated to check if the density profile between Iével 1 andk is unstable and/or if
there is no deeper instability.

This algorithm is significantly different from mixing statically unstable levels two by
two. The latter procedure cannot converge with a finite number of iterations for some
vertical profiles while the algorithm used NEMO converges for any profile in a number
of iterations which is less than the number of vertical levels. This property is of paramount
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FiG. 10.3 — Example of an unstable density profile treated by the non penetrative
convective adjustment algorithrh’ step : the initial profile is checked from the
surface to the bottom. It is found to be unstable between levels 3 and 4. They
are mixed. The resulting is still larger thanp(5) : levels 3 to 5 are mixed. The
resultingp is still larger tharp(6) : levels 3 to 6 are mixed. Thig’ step ends since

the density profile is then stable below the leve23! step : the new profile is
checked following the same procedure ag‘nstep : levels 2 to 5 are mixed. The
new density profile is checked. It is found stable : end of algorithm.

importance as pointed out I3y it avoids the existence of permanent and unrealistic static
instabilities at the sea surface. This non-penetrative convective algorithm has been proved
successful in studies of the deep water formation in the north-western Mediterranean Sea
[??7.

Note that in the current implementation of this algorithm presents several limitations.
First, potential density referenced to the sea surface is used to check whether the den-
sity profile is stable or not. This is a strong simplification which leads to large errors for
realistic ocean simulations. Indeed, many water masses of the world ocean, especially
Antarctic Bottom Water, are unstable when represented in surface-referenced potential
density. The scheme will erroneously mix them up. Second, the mixing of potential den-
sity is assumed to be linear. This assures the convergence of the algorithm even when the
equation of state is non-linear. Small static instabilities can thus persist due to cabbeling :
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they will be treated at the next time step. Third, temperature and salinity, and thus den-
sity, are mixed, but the corresponding velocity fields remain unchanged. When using a
Richardson Number dependent eddy viscosity, the mixing of momentum is done through
the vertical diffusion : after a static adjustment, the Richardson Number is zero and thus
the eddy viscosity coefficient is at a maximum. When this convective adjustment algo-
rithm is used with constant vertical eddy viscosity, spurious solutions can occur since the
vertical momentum diffusion remains small even after a static adjustment. In that case,
we recommend the addition of momentum mixing in a manner that mimics the mixing in
temperature and salinityf].

Enhanced Vertical Diffusion [h_zdfevd-true)

&namzdf ! vertical physics
|
rn_avmO = 1.2e-4 ! vertical eddy viscosity [m2/s] (background Kz if not "key_zdfcst")
rn_avt0 = 1.2e-5 ! vertical eddy diffusivity [m2/s] (background Kz if not "key_zdfcst")
nn_avb = 0 ! profile for background avt & avm (=1) or not (=0)
nn_havtb = 0 I horizontal shape for avtb (=1) or not (=0)
In_zdfevd = .true. ! enhanced vertical diffusion (evd) (T) or not (F)
nn_evdm = 0 ! evd apply on tracer (=0) or on tracer and momentum (=1)
m_avevd = 100. ! evd mixing coefficient [m2/s]
In_zdfnpc = false. ! Non-Penetrative algorithm (T) or not (F)
nn_npc = 1 ! frequency of application of npc
nn_npcp = 365 ! npc control print frequency
In_zdfexp = .false. I time-stepping: split-explicit (T) or implicit (F) time stepping
nn_zdfexp = 3 ! number of sub-timestep for In_zdfexp=T

The enhanced vertical diffusion parameterisation is used Wwhedfevd-true. In this
case, the vertical eddy mixing coefficients are assigned very large values (a typical value
is 10 m?s~!) in regions where the stratification is unstable:.(when N? the Brunt-
Vaisala frequency is negativePf]. This is done either on tracers onlyr(evdn=0) or on
both momentum and tracensn(evdn¥1).

In practice, whereN? < 107'2, A%T and A%°, and if nn_evdn¥x1, the four neigh-
bouring Ay and A)™ values also, are set equal to the namelist parantatevevd
A typical value forrn_avevd is between 1 and00 m?.s~!. This parameterisation of
convective processes is less time consuming than the convective adjustment algorithm
presented above when mixing both tracers and momentum in the case of static insta-
bilities. It requires the use of an implicit time stepping on vertical diffusion terms (i.e.
In_zdfexpfalse).

Note that the stability test is performed on bbiforeand now values of N2. This
removes a potential source of divergence of odd and even time step in a leapfrog environ-
ment [?] (see§3.5).

Turbulent Closure Scheme (keydftke)

The TKE turbulent closure scheme presentefliti1.3and used when theey_zdftke
is defined, in theory solves the problem of statically unstable density profiles. In such a
case, the term corresponding to the destruction of turbulent kinetic energy through strati-
fication in (10.2 becomes a source term, sind€ is negative. It results in large values
of AT and A%T, and also the four neighbouring?™and AJ™ (up tol m?s~!). These
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large values restore the static stability of the water column in a way similar to that of
the enhanced vertical diffusion parameterisatik#0(2.9. However, in the vicinity of the
sea surface (first ocean layer), the eddy coefficients computed by the turbulent closure
scheme do not usually exceg@2m.s~!, because the mixing length scale is bounded by
the distance to the sea surface ($&@.1.3. It can thus be useful to combine the enhanced
vertical diffusion with the turbulent closure schenie, setting theln_zdfnpcnamelist
parameter to true and defining tkey_zdftke CPP key all together.

The KPP turbulent closure scheme already includes enhanced vertical diffusion in the
case of convection, as governed by the varial®egcon anddi f con found inzdfkpp.F90
thereforen_zdfevdfalse should be used with the KPP scheme.

10.3 Double Diffusion Mixing (zdfddm.F90module - key zdfddm)

|
&namzdf_ddm ! double diffusive mixing parameterization ("key_zdfddm")
|

rn_avts = le4 ! maximum avs (vertical mixing on salinity)
rn_hsbfr =16 I heat/salt buoyancy flux ratio
/

Double diffusion occurs when relatively warm, salty water overlies cooler, fresher
water, or vice versa. The former condition leads to salt fingering and the latter to diffu-
sive convection. Double-diffusive phenomena contribute to diapycnal mixing in extensive
regions of the ocear?. include a parameterisation of such phenomena in a global ocean
model and show that it leads to relatively minor changes in circulation but exerts signifi-
cant regional influences on temperature and salinity.

Diapycnal mixing of S and T are described by diapycnal diffusion coefficients

AUT — AZT‘FAI}T“‘AZT
AUS — AZS—J—AQJ?S%—AZS

where subscripf represents mixing by salt fingering by diffusive convection, and by
processes other than double diffusion. The rates of double-diffusive mixing depend on the
buoyancy ratioR, = a0,T/30.S, wherea and 3 are coefficients of thermal expansion
and saline contraction (s€&.8.1). To represent mixing of and7" by salt fingering, we
adopt the diapycnal diffusivities suggested by Schmitt (1981) :

A*v . 2
—— = f R, >1andN<* >0
Aq}s _ ) T+(R,/Re) P . (10.15)
0 otherwise
A =07 AY/R, (10.16)

The factor 0.7 in 10.19 reflects the measured ratioF;/3Fs ~ 0.7 of buoyancy
flux of heat to buoyancy flux of sale(g., ?). Following?, we adoptR. = 1.6, n = 6, and
A =10"*m2.s L
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FiG. 10.4 — From? : (a) Diapycnal diffusivitiesA}" and A;is for temperature

and salt in regions of salt fingering. Heavy curves dentte = 1072 m?.s7!

and thin curvesA®™ = 10~* m?2.s71; (b) diapycnal diffusivitiesA}” and AY® for
temperature and salt in regions of diffusive convection. Heavy curves denote the
Federov parameterisation and thin curves the Kelley parameterisation. The latter
is not implemented iNEMO.

To represent mixing of S and T by diffusive layering, the diapycnal diffusivities sug-
gested by Federov (1988) is used :

L {1.3635 exp (4.6 exp [-0.54 (R;' —1)]) if0< R, <1landN?>0

0 otherwise
(10.17)
AyT (1.85R, —0.85) if 0.5 < R, <landN?> 0
A = AT 0.15 R, if 0<R,<0.5andN?>0 (10.18)

0 otherwise

The dependencies 01Q.15 to (10.1§ on R,, are illustrated in Fig10.3 Implemen-
ting this requires computingg, at each grid point on every time step. This is done in
eosbn2.F9Git the same time a2 is computed. This avoids duplication in the computa-
tion of & and 5 (which is usually quite expensive).

10.4 Bottom Friction (zdfbfr.F90 module)

&nambfr ! bottom friction
|

nn_bfr = 1 I type of bottom friction : =0 :no slip, = 2 : nonlinear friction
! = 3 : free slip, =1: linear friction
rn_bfril = 4.e-4 | bottom drag coefficient (linear case)
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rn_bfri2 = l.e-3 ! bottom drag coefficient (non linear case)

rn_bfeb2 = 2.5e-3 | bottom turbulent kinetic energy background (m~2/s"2)

In_bfr2d =  false. ! horizontal variation of the bottom friction coef (read a 2D mask file )
m_bfrien = 50. I local multiplying factor of bfr (In_bfrad = .true.)

Both the surface momentum flux (wind stress) and the bottom momentum flux (bot-
tom friction) enter the equations as a condition on the vertical diffusive flux. For the
bottom boundary layer, one has :

AY™ (QU),/0z) = Fy? (10.19)

Where]-“}LJ is represents the downward flux of horizontal momentum outside the loga-
rithmic turbulent boundary layer (thickness of the order of 1 m in the ocean).ﬂL‘éw
influences the interior depends on the vertical resolution of the model near the bottom
relative to the Ekman layer depth. For example, in order to obtain an Ekman layer depth
d = V2 Avm/f = 50 m, one needs a vertical diffusion coefficiefit™ = 0.125 m?s!

(for a Coriolis frequencyf = 10~* m?s™!). With a background diffusion coefficient
A" = 10~ m?s~!, the Ekman layer depth is only 1.4 m. When the vertical mixing
coefficient is this small, using a flux condition is equivalent to entering the viscous forces
(either wind stress or bottom friction) as a body force over the depth of the top or bottom
model layer. To illustrate this, consider the equationf@t k, the last ocean level :

ou 1 [Ay™ Fy
£ = Opy1/2 [u] — Fy| = =

—_— = — 10.2
ot €3u | C3uw (O 0)

€3u

If the bottom layer thickness is 200 m, the Ekman transport will be distributed over that

depth. On the other hand, if the vertical resolution is high (1 m or less) and a turbulent
closure model is used, the turbulent Ekman layer will be represented explicitly by the

model. However, the logarithmic layer is never represented in current primitive equation
model applications : it inecessaryo parameterize the fluk;'. Two choices are available

in NEMO:: a linear and a quadratic bottom friction. Note that in both cases, the rotation

between the interior velocity and the bottom friction is neglected in the present release of
NEMO.

In the code, the bottom friction is imposed by adding the trend due to the bottom
friction to the general momentum trenddynbfr.F9Q For the time-split surface pressure
gradient algorithm, the momentum trend due to the barotropic component needs to be
handled separately. For this purpose it is convenient to compute and store coefficients
which can be simply combined with bottom velocities and geometric values to provide
the momentum trend due to bottom friction. These coefficients are computdtbiin F90
and generally take the fomgJ where :

ou,, Foood
—_Th _ %y 10.21
ot €3u €3u h ( )

whereU? = (u; , vp) is the near-bottom, horizontal, ocean velocity.
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Linear Bottom Friction (nn_botfr =0 or 1)

The linear bottom friction parameterisation (including the special case of a free-slip
condition) assumes that the bottom friction is proportional to the interior velocity (i.e. the
velocity of the last model level) :

7= —t=rUu) (10.22)

wherer is a friction coefficient expressed in m's This coefficient is generally estimated
by setting a typical decay time in the deep ocean, and setting= H/7, whereH is
the ocean depth. Commonly accepted values arfe of the order of 100 to 200 day3.[
A value ! = 1077 s7! equivalent to 115 days, is usually used in quasi-geostrophic
models. One may consider the linear friction as an approximation of quadratic friction,
r ~ 2 Cp Uy (?, EQ. 9.6.6). For example, with a drag coefficiéfy = 0.002, a typical
speed of tidal currents df,, = 0.1 m s™!, and assuming an ocean degfh= 4000 m,
the resulting friction coefficient is = 4 10~* m s™!. This is the default value used in
NEMO. It corresponds to a decay time scale of 115 days. It can be changed by specifying
rn_bfricl (namelist parameter).

For the linear friction case the coefficients defined in the general expreds$idt)(
are :

cp =—T
(10.23)

cp=-—r

Whennn_botfr=1, the value of- used isn_bfricl. Settingnn_botfr=0 is equivalent to set-

ting » = 0 and leads to a free-slip bottom boundary condition. These values are assigned
in zdfbfr.F90 From v3.2 onwards there is support for local enhancement of these values
via an externally defined 2D mask arrap_pfr2d=true) given in thebfr_coef.ncinput
NetCDF file. The mask values should vary from O to 1. Locations with a non-zero mask
value will have the friction coefficient increased byisk_value* r_bfrien* rn_bfricl.

Non-Linear Bottom Friction (nn_botfr = 2)

The non-linear bottom friction parameterisation assumes that the bottom friction is

quadratic :
A" 9U
= = CpJup +0f +ep U} (10.24)

whereCp is a drag coefficient, and, a bottom turbulent kinetic energy due to tides,
internal waves breaking and other short time scale currents. A typical value of the drag
coefficient isCp = 1073. As an example, the CME experimer?] usesCp = 1073

ande, = 2.5 1073m? s~2, while the FRAM experiment?] usesCp = 1.4 1073 and

ey = 2.5 1073m? s72. The CME choices have been set as default valuresific2 and
rn_bfeb2namelist parameters).
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As for the linear case, the bottom friction is imposed in the code by adding the trend
due to the bottom friction to the general momentum treralimbfr.F9Q For the non-linear
friction case the terms computedZdfbfr.F90are :

o 1/2
=—Cp {uQ i (,l—)z+1,3)2 + 64

} " (10.25)

¢ == Cp [([@IT) +0? 4

The coefficients that control the strength of the non-linear bottom friction are initiali-
sed as namelist parametelSp=rn_bfri2, ande;, =rn_bfeb2 Note for applications which
treat tides explicitly a low or even zero value i bfeb2is recommended. From v3.2
onwards a local enhancement®@f is possible via an externally defined 2D mask array
(In_bfr2d=true). See previous section for details.

Bottom Friction stability considerations

Some care needs to exercised over the choice of parameters to ensure that the imple-
mentation of bottom friction does not induce numerical instability. For the purposes of
stability analysis, an approximation toQ.20 is :

I ony
€3u (10.26)

ru
= —— 2At¢
€3u

Au =

where linear bottom friction and a leapfrog timestep have been assumed. To ensure that
the bottom friction cannot reverse the direction of flow it is necessary to have :

|Au| < |u] (10.27)
which, using 10.26, gives :

2At €3u
<1 = <
€3y " 2At

r (10.28)

This same inequality can also be derived in the non-linear bottom friction case if a ve-
locity of 1 m.s™! is assumed. Alternatively, this criterion can be rearranged to suggest a
minimum bottom box thickness to ensure stability :

€3y > 271 At (10.29)

which it may be necessary to impose if partial steps are being used. For examyle; if

m.s !, rdt = 1800 s, = 1073 thenes, should be greater than 3.6 m. For most appli-
cations, with physically sensible parameters these restrictions should not be of concern.
But caution may be necessary if attempts are made to locally enhance the bottom friction
parameters. To ensure stability limits are imposed on the bottom friction coefficients both
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during initialisation and at each time step. Checks at initialisation are maatdbir.F90
(assuming a 1 m=3 velocity in the non-linear case). The number of breaches of the stabi-
lity criterion are reported as well as the minimum and maximum values that have been set.
The criterion is also checked at each time step, using the actual velocitynbfr.F90

Values of the bottom friction coefficient are reduced as necessary to ensure stability ; these
changes are not reported.

Bottom Friction with split-explicit time splitting

When calculating the momentum trend due to bottom frictiodyinbfr.F9Q the bot-
tom velocity at the before time step is used. This velocity includes both the baroclinic and
barotropic components which is appropriate when using either the explicit or filtered sur-
face pressure gradient algorithnkey_dynspg exp or key_dynspg flt). Extra attention is
required, however, when using split-explicit time steppikgy(dynspgts). In this case
the free surface equation is solved with a small time steparc*rn_rdt, while the three
dimensional prognostic variables are solved with a longer time step that is a multiple of
rn_rdt. The trend in the barotropic momentum due to bottom friction appropriate to this
method is that given by the selected parameterisatien l{(near or non-linear bottom
friction) computed with the evolving velocities at each barotropic timestep.

In the case of non-linear bottom friction, we have elected to partially linearise the
problem by keeping the coefficients fixed throughout the barotropic time-stepping to those
computed inzdfbfr.F90using the now timestep. This decision allows an efficient use of
thec} coefficients to :

1. On entry todyn spgts, remove the contribution of the before barotropic velocity to
the bottom friction component of the vertically integrated momentum trend. Note
the same stability check that is carried out on the bottom friction coefficient in
dynbfr.F90has to be applied here to ensure that the trend removed matches that
which was added idynbfr.F90

2. At each barotropic step, compute the contribution of the current barotropic velocity
to the trend due to bottom friction. Add this contribution to the vertically integrated
momentum trend. This contribution is handled implicitly which eliminates the need
to impose a stability criteria on the values of the bottom friction coefficient within
the barotropic loop.

Note that the use of an implicit formulation for the bottom friction trend means that
any limiting of the bottom friction coefficient idynbfr.F90does not adversely affect the
solution when using split-explicit time splitting. This is because the major contribution to
bottom friction is likely to come from the barotropic component which uses the unrestric-
ted value of the coefficient.

The implicit formulation takes the form :

[iHAL _ [Utht +2At RHS] /1 —2At ¢} /H (20.30)

whereU is the barotropic velocityf, is the full depth (including sea surface height),
¢y is the bottom friction coefficient as calculatedzdfbfr and RH S represents all the
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components to the vertically integrated momentum trend except for that due to bottom
friction.

1.
&namzdf_tmx ! tidal mixing parameterization ("key_zdftmx")
1.

rn_htmx = 500. ! vertical decay scale for turbulence (meters)

rn_n2min = 1le8 ! threshold of the Brunt-Vaisala frequency (s-1)

rn_tfe = 0.333 I tidal dissipation efficiency

rm_me =02 I mixing efficiency

In_tmx_itf = .FALSE. ! ITF specific parameterisation

m_tfe_itf = 1. ! ITF tidal dissipation efficiency

Bottom intensified tidal mixing

The parameterization of tidal mixing follows the general formulation for the vertical
eddy diffusivity proposed by and first introduced in an OGCM b#]. In this formulation
an additional vertical diffusivity resulting from internal tide breaking/, . is expressed
as a function ofZ'(z, y), the energy transfer from barotropic tides to baroclinic tides :

E(x,y) F(2)

T
A;)ides =4q r p N2

(10.31)
wherel is the mixing efficiencyV the Brunt-Vaigla frequency (se$b5.8.2), p the density,
q the tidal dissipation efficiency, anfd(z) the vertical structure function.

The mixing efficiency of turbulence is set By (rn_me namelist parameter) and is
usually taken to be the canonical valuelot= 0.2 (Osborn 1980). The tidal dissipation
efficiency is given by the parameter(rn_tfe namelist parameter) represents the part of
the internal wave energy fluk(z, y) that is dissipated locally, with the remaining- ¢
radiating away as low mode internal waves and contributing to the background internal
wave field. A value of; = 1/3 is typically used?. The vertical structure functiof'(z)
models the distribution of the turbulent mixing in the vertical. It is implemented as a
simple exponential decaying upward away from the bottom, with a vertical scdlg of
(rn_htmxnamelist parameter, with a typical valuei®i0 m) [7],

ho (1 — 67%>

and is normalized so that vertical integral over the water column is unity.

The associated vertical viscosity is calculated from the vertical diffusivity assuming
a Prandtl number of %L.e. AV = AVL . In the limit of N — 0 (or becoming nega-
tive), the vertical diffusivity is capped &00 cm?/s and impose a lower limit ov? of
rn_n2minusually set ta.0~8s~2. These bounds are usually rarely encountered.

The internal wave energy mapz, y) in (10.31), is derived from a barotropic model
of the tides utilizing a parameterization of the conversion of barotropic tidal energy into




10.5. Tidal Mixing 177

o 1807
e
(f?: — ¢
)\ Ll
P 35 e
i '.,;\‘3%‘_-'-.'
= 5
f—a‘i; T
&
B
150~ mc;
I 1
1E-04
.{'E T r—-]
S et
P ;
= T
3 & A o _ 0| M
[ e s LS R ¢ e
: . P R Sy i )
® [ BT v T R . a
%\\'_V%“’*m j b ) “‘-1\ fi K
'—\ig’r ] g ® %—7. \, TN %l
P / Y 5 e o S\ «"}%& s
= 4 I e
: \._\/_) \\ ; ‘\3_ \Jf_.ah_’ i?_?&;“%
N ([ N
g / i i 1 [
T | - I Fi= 9
y - ‘\hé }S
¢ :
B | e 8
’-;’ MH.M____-'-I'M_-Q,_JHF_‘_-_'_ B B -
S [ —
'%T‘i: b = G S S
! -180* -150¢ 120° - 30* - B0 - 30* o+ ao 0 P 120% 150° ‘.BO‘U

FiG. 10.5 - (a) M2 and (b) K2 internal wave drag energy fro’/m?).

internal waves. The essential goal of the parameterization is to represent the momentum
exchange between the barotropic tides and the unrepresented internal waves induced by
the tidal Bow over rough topography in a stratified ocean. In the current versitiaNO

, the map is built from the output of the barotropic global ocean tide model MOG2D-G
[?]. This model provides the dissipation associated with internal wave energy for the M2
and K1 tides component (Fi$0.5.). The S2 dissipation is simply approximated as being

1/4 of the M2 one. The internal wave energy is thuB(z,y) = 1.25FEy2 + Ek;. Its

global mean value i$.1 TW, in agreement with independent estimat®d.[
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10.5.2 Indonesian area specific treatment

When the Indonesian Through Flow (ITF) area is included in the model domain, a spe-
cific treatment of tidal induced mixing in this area can be used. It is activated through the
namelist logicaln_tmx.tf, and the user must provide an input NetCDF fitegskitf.nc,
which contains a mask array defining the ITF area where the specific treatment is applied.

WhenlIn_tmx.itf =true, the two key parametegsand F'(z) are adjusted following the
parameterisation developed BY :

First, the Indonesian archipelago is a complex geographic region with a series of
large, deep, semi-enclosed basins connected via numerous narrow straits. Once generated,
internal tides remain confined within this semi-enclosed area and hardly radiate away.
Therefore all the internal tides energy is consumed within this area. So it is assumed that
g = 1,i.e. all the energy generated is available for mixing. Note that for test purposed, the
ITF tidal dissipation efficiency is a namelist parameter tfe_itf ). A value of1 or close
to is this recommended for this parameter.

Second, the vertical structure functiof(z), is no more associated with a bottom
intensification of the mixing, but with a maximum of energy available within the thermo-
cline.??have suggested that the vertical distribution of the energy dissipation proportional
to N2 below the core of the thermocline andbabove. The resulting'(z) is :

M whenod,N < 0
o pN [ Ndz
F(i,j, k) ~ o (10.33)
M whend, N >0
p | N2dz ?

Averaged over the ITF area, the resulting tidal mixing coefficiemtigm? /s, which
agrees with the independent estimates inferred from observations. Introduced in a regio-
nal OGCM, the parameterization improves the water mass characteristics in the different
Indonesian seas, suggesting that the horizontal and vertical distributions of the mixing
are adequately prescribe®??. Note also that such a parameterisation has a sugnificant
impact on the behaviour of global coupled GCM§ [
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180 Observation and model comparison (OBS)

The OBS branch is a diagnostic branch which reads in observation files (profile tem-
perature and salinity, sea surface temperature, sea level anomaly and sea ice concentration)
and calculates the an interpolated model equivalent value at the observation location and
nearest model timestep. This is code with was originally developed for use with NEMO-
VAR.

In the case of temperature data from moored buoys (TAO, TRITON, PIRATA) which
in the ENACT/ENSEMBLES data-base are available as daily averaged quantities the ob-
servation operator averages the model temperature fields over one day before interpolating
them to the observation location. For SST and altimeter observations, a 2D horizontal in-
terpolator is needed. Far situ profiles, a 1D vertical interpolator is needed in addition to
the 2D interpolator.

The resulting data is saved in a “feedback” file or files which can be used for model
validation and verification and also to provide information for data assimilation. This code
is controlled by the namelistam obs To build with the OBS code activeey diaobsmust
be set.

There is a brief description of all the namelist options provided.

Running the observation operator code example

This section describes an example of running the observation operator code using
profile data which can be freely downloaded. This shows how to adapt an existing run and
build of NEMO to run the observation operator.

First compile NEMO withkey diaobsset.

Next download some ENSEMBLES EN3 data from the website http ://www.hadobs.org.
You should choose observations which are valid for the period of your test run because
the observation operator compares the model and observations for a matching date and
time.

You will need to add the following to the namelist to run the observation operator on
this data - replacprofiles 01.ncwith the observation file you wish to use (or link in) :

|
! namobs observation usage switch

|

!

! In_t3d Logical switch for T profile observations

! In_s3d Logical switch for S profile observations
! In_ena Logical switch for ENACT insitu data set
! In_cor Logical switch for Coriolis insitu data set
! In_profb Logical switch for feedback insitu data set
! In_sla Logical switch for SLA observations

I In_sladt Logical switch for AVISO SLA data

! In_slafb Logical switch for feedback SLA data

! In_ssh Logical switch for SSH observations

! In_sst Logical switch for SST observations

! In_reysst Logical switch for Reynolds observations

! In_ghrsst Logical switch for GHRSST observations

! In_sstfb Logical switch for feedback SST data

! In_sss Logical switch for SSS observations

! In_seaice Logical switch for Sea Ice observations

! In_vel3d Logical switch for velocity observations

1

In_velavcur Logical switch for velocity daily av. cur.
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! In_velhrcur Logical switch for velocity high freq. cur.
! In_velavadcp Logical switch for velocity daily av. ADCP
I In_velhradcp Logical switch for velocity high freq. ADCP
1 In_velfb Logical switch for feedback velocity data
! In_grid_global Global distribtion of observations
! In_grid_search_lookup Logical switch for obs grid search w/lookup table
! grid_search_file Grid search lookup file header
I enactfiles ENACT input observation file names
I coriofiles Coriolis input observation file name
I profbfiles Profile feedback input observation file name
! In_profb_enatim Enact feedback input time setting switch
I slafilesact Active SLA input observation file name
I slafilespas Passive SLA input observation file name
I slafbfiles Feedback SLA input observation file name
| sstfiles GHRSST input observation file name
I sstfbfiles Feedback SST input observation file name
! seaicefiles Sea lIce input observation file name
I velavcurfiles Vel. cur. daily av. input file name
I velhvcurfiles Vel. cur. high freq. input file name
I velavadcpfiles Vel. ADCP daily av. input file name
I velhvadcpfiles Vel. ADCP high freq. input file name
I velfbfiles Vel. feedback input observation file name
! dobsini Initial date in window YYYYMMDD.HHMMSS
! dobsend Final date in window YYYYMMDD.HHMMSS
! nildint Type of vertical interpolation method
I n2dint Type of horizontal interpolation method
! In_nea Rejection of observations near land switch
! nmsshc MSSH correction scheme
! mdtcorr MDT correction
I mdtcutoff MDT cutoff for computed correction
I In_altbias Logical switch for alt bias
I In_ignmis Logical switch for ignoring missing files
! endailyavtypes ENACT daily average types
&namobs
In_t3d = .true.

In_s3d = .true.

In_ena = .true.

enactfiles = ’profiles_01.nc’
In_grid_global = .true.
In_grid_search_lookup = .true.
In_ignmis = .true.

The optionin_t3d and In_s3d switch on the temperature and salinity profile obser-
vation operator codén_enaswitch turns on the reading on ENACT/ENSEMBLES type
profile data. The filename of the ENACT/ENSEMBLES data is set with enactfiles. Not this
can be array of multiple files. The observation operator code needs to convert from ob-
servation latitude and longitude to model grid point. This is done using the grid searching
part of the code. Settinp_grid_global means that the code distributes the observations
evenly between processors in a round-robin. Alternatively each processor will work with
observations located within the model subdomain. The grid searching can be expensive,
particularly for large numbers of observations, settimgrid_searchlookupallows the
use of a lookup table. This will need to generated the first time if it does not exist in the
run directory however once produced it will significantly speed up future grid searches.

The next step is viewing and working with the data. The NEMOVAR system contains
utilities to plot the feedback files, convert and recombine the files which are available on
request from the NEMOVAR team.

Technical details

Here we show a more complete example namelist and also describe the observation
files that may be used with the observation operator
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namobs observation usage switch
In_t3d Logical switch for T profile observations
In_s3d Logical switch for S profile observations
In_ena Logical switch for ENACT insitu data set
In_cor Logical switch for Coriolis insitu data set
In_profb Logical switch for feedback insitu data set
In_sla Logical switch for SLA observations
In_sladt Logical switch for AVISO SLA data
In_slafb Logical switch for feedback SLA data
In_ssh Logical switch for SSH observations
In_sst Logical switch for SST observations
In_reysst Logical switch for Reynolds observations
In_ghrsst Logical switch for GHRSST observations
In_sstfb Logical switch for feedback SST data
In_sss Logical switch for SSS observations
In_seaice Logical switch for Sea Ice observations
In_vel3d Logical switch for velocity observations
In_velavcur Logical switch for velocity daily av. cur.
In_velhrcur Logical switch for velocity high freq. cur.
In_velavadcp Logical switch for velocity daily av. ADCP
In_velhradcp Logical switch for velocity high freq. ADCP
In_velfb Logical switch for feedback velocity data
In_grid_global Global distribtion of observations

In_grid_search_lookup
grid_search_file

Logical switch for obs grid search w/lookup table

Grid search lookup file header

enactfiles ENACT input observation file names
coriofiles Coriolis input observation file name
profbfiles Profile feedback input observation file name
In_profb_enatim Enact feedback input time setting switch
slafilesact Active SLA input observation file name
slafilespas Passive SLA input observation file name
slafbfiles Feedback SLA input observation file name
sstfiles GHRSST input observation file name
sstfbfiles Feedback SST input observation file name
seaicefiles Sea Ice input observation file name

velavcurfiles Vel. cur. daily av. input file name
velhvcurfiles Vel. cur. high freq. input file name
velavadcpfiles Vel. ADCP daily av. input file name
velhvadcpfiles Vel. ADCP high freq. input file name
velfbfiles Vel. feedback input observation file name
dobsini Initial date in window YYYYMMDD.HHMMSS
dobsend Final date in window YYYYMMDD.HHMMSS
nldint Type of vertical interpolation method
n2dint Type of horizontal interpolation method
In_nea Rejection of observations near land switch
nmsshc MSSH correction scheme
mdtcorr MDT correction
mdtcutoff MDT cutoff for computed correction
In_altbias Logical switch for alt bias
In_ignmis Logical switch for ignoring missing files

! endailyavtypes ENACT daily average types

&namobs
In_t3d = .true.
In_s3d = .true.
In_ena = false.

In_profb = .true.
In_sla = .true.
In_sladt = .false.
In_slafb = .true.
In_sst = .true.
In_sstfb = .true.

profbfiles = ’profiles_01.nc’
slafbfiles = 'sla_01.nc’
sstfbfiles = ’sst_01.nc’ 'sst_02.nc’ 'sst_03.nc’ 'sst_04.nc’ 'sst_05.nc’

In_altbias = .false.
In_grid_global = .true.

In_grid_search_lookup =

In_ignmis = .true.

true.

This name list uses the "feedback” type observation file input format for profile, sea
level anomaly and sea surface temperature data

11.2.1 Profile feedback type observation file header
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netcdf profiles_01 {
dimensions:

N_OBS = 603 ;
N_LEVELS = 150 ;
N_VARS = 2 ;
N_QCF = 2 ;
N_ENTRIES =1 ;
N_EXTRA =1 ;
STRINGNAM =
STRINGGRID =
STRINGWMO =
STRINGTYP = 4 ;

STRINGJULD = 14 ;

variables:

char VARIABLES(N_VARS, STRINGNAM) ;
VARIABLES:long_name = "List of variables in feedback files" ;
char ENTRIES(N_ENTRIES, STRINGNAM) ;

8
1
8

ENTRIES:long_name = "List of additional entries for each variable in feedback files" ;

char EXTRA(N_EXTRA, STRINGNAM) ;
EXTRA:long_name = "List of extra variables" ;

char STATION_IDENTIFIER(N_OBS, STRINGWMO) ;
STATION_IDENTIFIER:long_name = "Station identifier" ;
char STATION_TYPE(N_OBS, STRINGTYP) ;
STATION_TYPE:long_name = "Code instrument type" ;
double LONGITUDE(N_OBS) ;

LONGITUDE:long_name = "Longitude" ;
LONGITUDE:units = "degrees_east" ;
LONGITUDE:_Fillvalue = 99999.f ;

double LATITUDE(N_OBS) ;

LATITUDE:long_name = "Latitude" ;

LATITUDE:units = "degrees_north" ;
LATITUDE:_Fillvalue = 99999.f ;

double DEPTH(N_OBS, N_LEVELS) ;
DEPTH:long_name = "Depth" ;

DEPTH:units = "metre" ;

DEPTH:_Fillvalue = 99999.f ;

int DEPTH_QC(N_OBS, N_LEVELS) ;
DEPTH_QC:long_name = "Quality on depth" ;
DEPTH_QC:Conventions = "q where q =[0,9]" ;
DEPTH_QC:_Fillvalue = 0 ;

int DEPTH_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;
DEPTH_QC_FLAGS:long_name = "Quality flags on depth" ;
DEPTH_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
double JULD(N_OBS) ;

JULD:long_name = "Julian day" ;

JULD:units = "days since JULD_REFERENCE" ;

JULD:Conventions = "relative julian days with decimal part (as parts of day)" ;

JULD:_Fillvalue = 99999.f ;

char JULD_REFERENCE(STRINGJULD) ;

JULD_REFERENCE:long_name = "Date of reference for julian days" ;
JULD_REFERENCE:Conventions = "YYYYMMDDHHMMSS" ;

int OBSERVATION_QC(N_OBS) ;

OBSERVATION_QC:long_name = "Quality on observation" ;
OBSERVATION_QC:Conventions = "q where gq =[0,9]" ;
OBSERVATION_QC:_Fillvalue = 0 ;

int OBSERVATION_QC_FLAGS(N_OBS, N_QCF) ;
OBSERVATION_QC_FLAGS:long_name = "Quality flags on observation" ;
OBSERVATION_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
OBSERVATION_QC_FLAGS:_Fillvalue = 0 ;

int POSITION_QC(N_OBS) ;

POSITION_QC:long_name = "Quality on position (latitude and longitude)" ;
POSITION_QC:Conventions = “q where gq =[0,9]" ;
POSITION_QC:_Fillvalue = 0 ;

int POSITION_QC_FLAGS(N_OBS, N_QCF) ;
POSITION_QC_FLAGS:long_name = "Quality flags on position" ;
POSITION_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
POSITION_QC_FLAGS:_Fillvalue = 0 ;

int JULD_QC(N_OBS) ;

JULD_QC:long_name = "Quality on date and time" ;
JULD_QC:Conventions = "q where q =[0,9]" ;

JULD_QC:_Fillvalue = 0 ;

int JULD_QC_FLAGS(N_OBS, N_QCF) ;
JULD_QC_FLAGS:long_name = "Quality flags on date and time" ;
JULD_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
JULD_QC_FLAGS:_Fillvalue = 0 ;

int ORIGINAL_FILE_INDEX(N_OBS) ;
ORIGINAL_FILE_INDEX:long_name = "Index in original data file" ;
ORIGINAL_FILE_INDEX:_Fillvalue = -99999 ;

float POTM_OBS(N_OBS, N_LEVELS) ;

POTM_OBS:long_name = "Potential temperature" ;
POTM_OBS:units = "Degrees Celsius" ;

POTM_OBS:_Fillvalue = 99999.f ;

float POTM_Hx(N_OBS, N_LEVELS) ;
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POTM_Hx:long_name = "Model interpolated potential temperature" ;

POTM_Hx:units = "Degrees Celsius" ;

POTM_Hx:_Fillvalue = 99999.f ;

int POTM_QC(N_OBS) ;

POTM_QC:long_name = "Quality on potential temperature" ;

POTM_QC:Conventions = "q where q =[0,9]" ;

POTM_QC:_Fillvalue = 0 ;

int POTM_QC_FLAGS(N_OBS, N_QCF) ;

POTM_QC_FLAGS:long_name = "Quality flags on potential temperature” ;
POTM_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
POTM_QC_FLAGS:_Fillvalue = 0 ;

int POTM_LEVEL_QC(N_OBS, N_LEVELS) ;

POTM_LEVEL_QC:long_name = "Quality for each level on potential temperature" ;
POTM_LEVEL_QC:Conventions = "q where gq =[0,9]" ;

POTM_LEVEL_QC:_Fillvalue = 0 ;

int POTM_LEVEL_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;
POTM_LEVEL_QC_FLAGS:long_name = "Quality flags for each level on potential temperature" ;
POTM_LEVEL_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
POTM_LEVEL_QC_FLAGS:_Fillvalue = 0 ;

int POTM_IOBSI(N_OBS) ;

POTM_IOBSI:long_name = "ORCA grid search | coordinate" ;

int POTM_IOBSJ(N_OBS) ;

POTM_IOBSJ:long_name = "ORCA grid search J coordinate" ;

int POTM_IOBSK(N_OBS, N_LEVELS) ;

POTM_IOBSK:long_name = "ORCA grid search K coordinate" ;

char POTM_GRID(STRINGGRID) ;

POTM_GRID:long_name = "ORCA grid search grid (T,U,V)" ;

float PSAL_OBS(N_OBS, N_LEVELS) ;

PSAL_OBS:long_name = "Practical salinity”" ;

PSAL_OBS:units = "PSU" ;

PSAL_OBS:_Fillvalue = 99999.f ;

float PSAL_Hx(N_OBS, N_LEVELS) ;

PSAL_Hx:long_name = "Model interpolated practical salinity" ;

PSAL_Hx:units = "PSU" ;

PSAL_Hx:_Fillvalue = 99999.f ;

int PSAL_QC(N_OBS) ;

PSAL_QC:long_name = "Quality on practical salinity" ;

PSAL_QC:Conventions = "q where q =[0,9]" ;

PSAL_QC:_Fillvalue = 0 ;

int PSAL_QC_FLAGS(N_OBS, N_QCF) ;

PSAL_QC_FLAGS:long_name = "Quality flags on practical salinity" ;
PSAL_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
PSAL_QC_FLAGS:_Fillvalue = 0 ;

int PSAL_LEVEL_QC(N_OBS, N_LEVELS) ;

PSAL_LEVEL_QC:long_name = "Quality for each level on practical salinity" ;
PSAL_LEVEL_QC:Conventions = "q where q =[0,9]" ;
PSAL_LEVEL_QC:_Fillvalue = 0 ;

int PSAL_LEVEL_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;
PSAL_LEVEL_QC_FLAGS:long_name = "Quality flags for each level on practical salinity" ;
PSAL_LEVEL_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
PSAL_LEVEL_QC_FLAGS:_Fillvalue = 0 ;

int PSAL_IOBSI(N_OBS) ;

PSAL_IOBSI:long_name = "ORCA grid search | coordinate" ;
int PSAL_IOBSJ(N_OBS) ;

PSAL_IOBSJ:long_name = "ORCA grid search J coordinate" ;
int PSAL_IOBSK(N_OBS, N_LEVELS) ;
PSAL_IOBSK:long_name = "ORCA grid search K coordinate" ;
char PSAL_GRID(STRINGGRID) ;

PSAL_GRID:long_name = "ORCA grid search grid (T,U,\V)" ;
float TEMP(N_OBS, N_LEVELS) ;

TEMP:long_name = "Insitu temperature” ;

TEMP:units = "Degrees Celsius" ;

TEMP:_Fillvalue = 99999.f ;

/I global attributes:
ititle = "NEMO observation operator output” ;
:Convention = "NEMO unified observation operator output" ;

}

Sea level anomaly feedback type observation file header

netcdf sla_01 {
dimensions:
N_OBS = 41301 ;
N_LEVELS =1 ;
N_VARS =1 ;
N_QCF = 2 ;
N_ENTRIES = 1 ;
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N_EXTRA =
STRINGNAM
STRINGGRID
STRINGWMO
STRINGTYP = 4 ;

STRINGJULD = 14 ;

variables:

char VARIABLES(N_VARS, STRINGNAM) ;

1

=8
=1:
=8

VARIABLES:long_name = “List of variables in feedback files" ;

char ENTRIES(N_ENTRIES, STRINGNAM) ;

ENTRIES:long_name = "List of additional entries for each variable in feedback files" ;

char EXTRA(N_EXTRA, STRINGNAM) ;

EXTRA:long_name = "List of extra variables" ;

char STATION_IDENTIFIER(N_OBS, STRINGWMO) ;
STATION_IDENTIFIER:long_name = "Station identifier" ;
char STATION_TYPE(N_OBS, STRINGTYP) ;
STATION_TYPE:long_name = "Code instrument type" ;

double LONGITUDE(N_OBS) ;
LONGITUDE:long_name = "Longitude" ;
LONGITUDE:units = "degrees_east" ;
LONGITUDE:_Fillvalue = 99999.f ;
double LATITUDE(N_OBS) ;
LATITUDE:long_name = "Latitude" ;
LATITUDE:units = "degrees_north" ;
LATITUDE:_Fillvalue = 99999.f ;
double DEPTH(N_OBS, N_LEVELS) ;
DEPTH:long_name = "Depth" ;
DEPTH:units = "metre" ;
DEPTH:_Fillvalue = 99999.f ;

int DEPTH_QC(N_OBS, N_LEVELS) ;

DEPTH_QC:long_name = "Quality on depth" ;
DEPTH_QC:Conventions = "q where q =[0,9]" ;

DEPTH_QC:_Fillvalue = 0 ;

int DEPTH_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;
DEPTH_QC_FLAGS:long_name = "Quality flags on depth" ;
DEPTH_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;

double JULD(N_OBS) ;
JULD:long_name = "Julian day" ;

JULD:units = "days since JULD_REFERENCE" ;
JULD:Conventions = "relative julian days with decimal part (as parts of day)" ;

JULD:_Fillvalue = 99999.f ;
char JULD_REFERENCE(STRINGJULD) ;

JULD_REFERENCE:long_name = "Date of reference for julian days" ;
JULD_REFERENCE:Conventions = "YYYYMMDDHHMMSS" ;

int OBSERVATION_QC(N_OBS) ;

OBSERVATION_QC:long_name = "Quality on observation" ;
OBSERVATION_QC:Conventions = "q where q =[0,9]" ;

OBSERVATION_QC:_Fillvalue = 0 ;

int OBSERVATION_QC_FLAGS(N_OBS, N_QCF) ;
OBSERVATION_QC_FLAGS:long_name = "Quality flags on observation" ;
OBSERVATION_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;

OBSERVATION_QC_FLAGS:_Fillvalue =
int POSITION_QC(N_OBS) ;

POSITION_QC:long_name = "Quality on position (latitude and longitude)" ;
POSITION_QC:Conventions = "q where q =[0,9]" ;

POSITION_QC:_Fillvalue = 0 ;

int POSITION_QC_FLAGS(N_OBS, N_QCF) ;
POSITION_QC_FLAGS:long_name = "Quality flags on position" ;
POSITION_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;

POSITION_QC_FLAGS:_Fillvalue = 0 ;
int JULD_QC(N_OBS) ;

JULD_QC:long_name = "Quality on date and time" ;
JULD_QC:Conventions = "q where q =[0,9]" ;

JULD_QC:_Fillvalue = 0 ;
int JULD_QC_FLAGS(N_OBS, N_QCF) ;

JULD_QC_FLAGS:long_name = "Quality flags on date and time" ;
JULD_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;

JULD_QC_FLAGS:_Fillvalue = 0 ;
int ORIGINAL_FILE_INDEX(N_OBS) ;

ORIGINAL_FILE_INDEX:long_name = “Index in original data file" ;
ORIGINAL_FILE_INDEX:_Fillvalue = -99999 ;

float SLA_OBS(N_OBS, N_LEVELS) ;

SLA_OBS:long_name = "Sea level anomaly" ;

SLA_OBS:units = "metre" ;
SLA_OBS:_Fillvalue = 99999.f ;
float SLA_Hx(N_OBS, N_LEVELS) ;

SLA_Hx:long_name = "Model interpolated sea level anomaly" ;

SLA_Hx:units = "metre" ;
SLA_Hx:_Fillvalue = 99999.f ;
int SLA_QC(N_OBS) ;

SLA_QC:long_name = "Quality on sea level anomaly" ;
SLA_QC:Conventions = "q where g =[0,9]" ;

SLA_QC:_Fillvalue = 0 ;
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int SLA_QC_FLAGS(N_OBS, N_QCF) ;

SLA_QC_FLAGS:long_name = "Quality flags on sea level anomaly" ;
SLA_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
SLA_QC_FLAGS:_Fillvalue = 0 ;

int SLA_LEVEL_QC(N_OBS, N_LEVELS) ;

SLA_LEVEL_QC:long_name = "Quality for each level on sea level anomaly" ;
SLA_LEVEL_QC:Conventions = "q where q =[0,9]" ;

SLA_LEVEL_QC:_Fillvalue = 0 ;

int SLA_LEVEL_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;
SLA_LEVEL_QC_FLAGS:long_name = "Quality flags for each level on sea level anomaly" ;
SLA_LEVEL_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
SLA_LEVEL_QC_FLAGS:_Fillvalue = 0 ;

int SLA_IOBSI(N_OBS) ;

SLA_IOBSl:long_name = "ORCA grid search | coordinate" ;
int SLA_IOBSJ(N_OBS) ;

SLA_I0OBSJ:long_name = "ORCA grid search J coordinate" ;
int SLA_IOBSK(N_OBS, N_LEVELS) ;
SLA_IOBSK:long_name = "ORCA grid search K coordinate" ;
char SLA_GRID(STRINGGRID) ;

SLA_GRID:long_name = "ORCA grid search grid (T,U,\V)" ;
float MDT(N_OBS, N_LEVELS) ;

MDT:long_name = "Mean Dynamic Topography" ;

MDT:units = "metre" ;

MDT:_Fillvalue = 99999.f ;

/I global attributes:
ititle = "NEMO observation operator output” ;
:Convention = "NEMO unified observation operator output” ;

}

11.2.3 Sea surface temperature feedback type observation file header

netcdf sst_01 {
dimensions:
N_OBS = 33099 ;
N_LEVELS = 1 ;
N_VARS =1 ;
N_QCF = 2 ;
N_ENTRIES = N
STRINGNAM = 8 ;
STRINGGRID = 1 ;
STRINGWMO = 8
STRINGTYP = 4 ;
STRINGJULD = 14 ;

variables:

char VARIABLES(N_VARS, STRINGNAM) ;

VARIABLES:long_name = "List of variables in feedback files" ;

char ENTRIES(N_ENTRIES, STRINGNAM) ;

ENTRIES:long_name = "List of additional entries for each variable in feedback files" ;
char STATION_IDENTIFIER(N_OBS, STRINGWMO) ;
STATION_IDENTIFIER:long_name = "Station identifier" ;

char STATION_TYPE(N_OBS, STRINGTYP) ;

STATION_TYPE:long_name = "Code instrument type" ;

double LONGITUDE(N_OBS) ;

LONGITUDE:long_name = "Longitude" ;

LONGITUDE:units = "degrees_east" ;

LONGITUDE:_Fillvalue = 99999.f ;

double LATITUDE(N_OBS) ;

LATITUDE:long_name = "Latitude" ;

LATITUDE:units = "degrees_north" ;

LATITUDE:_Fillvalue = 99999.f ;

double DEPTH(N_OBS, N_LEVELS) ;

DEPTH:long_name = "Depth" ;

DEPTH:units = "metre" ;

DEPTH:_Fillvalue = 99999.f ;

int DEPTH_QC(N_OBS, N_LEVELS) ;

DEPTH_QC:long_name = "Quality on depth" ;

DEPTH_QC:Conventions = "q where g =[0,9]" ;

DEPTH_QC:_Fillvalue = 0 ;

int DEPTH_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;

DEPTH_QC_FLAGS:long_name = "Quality flags on depth" ;
DEPTH_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;

double JULD(N_OBS) ;

JULD:long_name = "Julian day" ;

JULD:units = "days since JULD_REFERENCE" ;

JULD:Conventions = "relative julian days with decimal part (as parts of day)" ;
JULD:_Fillvalue = 99999.f ;

char JULD_REFERENCE(STRINGJULD) ;
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JULD_REFERENCE:long_name = "Date of reference for julian days" ;
JULD_REFERENCE:Conventions = "YYYYMMDDHHMMSS" ;

int OBSERVATION_QC(N_OBS) ;
OBSERVATION_QC:long_name = "Quality on observation" ;
OBSERVATION_QC:Conventions = "q where q =[0,9]" ;
OBSERVATION_QC:_Fillvalue = 0 ;

int OBSERVATION_QC_FLAGS(N_OBS, N_QCF) ;
OBSERVATION_QC_FLAGS:long_name = "Quality flags on observation" ;
OBSERVATION_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
OBSERVATION_QC_FLAGS:_Fillvalue = 0 ;

int POSITION_QC(N_OBS) ;

POSITION_QC:long_name = "Quality on position (latitude and longitude)" ;
POSITION_QC:Conventions = "q where g =[0,9]" ;
POSITION_QC:_Fillvalue = 0 ;

int POSITION_QC_FLAGS(N_OBS, N_QCF) ;
POSITION_QC_FLAGS:long_name = "Quality flags on position" ;
POSITION_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
POSITION_QC_FLAGS:_Fillvalue = 0 ;

int JULD_QC(N_OBS) ;

JULD_QC:long_name = "Quality on date and time" ;

JULD_QC:Conventions = "q where q =[0,9]" ;

JULD_QC:_Fillvalue = 0 ;

int JULD_QC_FLAGS(N_OBS, N_QCF) ;

JULD_QC_FLAGS:long_name = "Quality flags on date and time" ;
JULD_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
JULD_QC_FLAGS:_Fillvalue = 0 ;

int ORIGINAL_FILE_INDEX(N_OBS) ;

ORIGINAL_FILE_INDEX:long_name = "Index in original data file" ;
ORIGINAL_FILE_INDEX:_Fillvalue = -99999 ;

float SST_OBS(N_OBS, N_LEVELS) ;

SST_OBS:long_name = "Sea surface temperature” ;

SST_OBS:units = "Degree centigrade" ;

SST_OBS:_Fillvalue = 99999.f ;

float SST_Hx(N_OBS, N_LEVELS) ;

SST_Hx:long_name = "Model interpolated sea surface temperature” ;

SST_Hx:units = "Degree centigrade" ;

SST_Hx:_Fillvalue = 99999.f ;

int SST_QC(N_OBS) ;

SST_QC:long_name = "Quality on sea surface temperature" ;

SST_QC:Conventions = "q where q =[0,9]" ;

SST_QC:_Fillvalue = 0 ;

int SST_QC_FLAGS(N_OBS, N_QCF) ;

SST_QC_FLAGS:long_name = "Quality flags on sea surface temperature" ;
SST_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
SST_QC_FLAGS:_Fillvalue = 0 ;

int SST_LEVEL_QC(N_OBS, N_LEVELS) ;

SST_LEVEL_QC:long_name = "Quality for each level on sea surface temperature” ;
SST_LEVEL_QC:Conventions = "q where g =[0,9]" ;

SST_LEVEL_QC:_Fillvalue = 0 ;

int SST_LEVEL_QC_FLAGS(N_OBS, N_LEVELS, N_QCF) ;
SST_LEVEL_QC_FLAGS:long_name = "Quality flags for each level on sea surface temperature" ;
SST_LEVEL_QC_FLAGS:Conventions = "NEMOVAR flag conventions" ;
SST_LEVEL_QC_FLAGS:_Fillvalue = 0 ;

int SST_IOBSI(N_OBS) ;

SST_IOBSl:long_name = "ORCA grid search | coordinate” ;
int SST_IOBSJ(N_OBS) ;

SST_IOBSJ:long_name = "ORCA grid search J coordinate" ;
int SST_IOBSK(N_OBS, N_LEVELS) ;
SST_IOBSK:long_name = "ORCA grid search K coordinate" ;
char SST_GRID(STRINGGRID) ;

SST_GRID:long_name = "ORCA grid search grid (T,U,V)" ;

/I global attributes:

ititte = "NEMO observation operator output” ;
:Convention = "NEMO unified observation operator output" ;

11.3 Theoretical details

11.3.1 Horizontal interpolation methods

Consider an observation poiitwith with longitude and latitudé\p, ¢p) and the
four nearest neighbouring model grid poidts B, C andD with longitude and latitude
(Aa, ®A), (AB, ¢B) etc. All horizontal interpolation methods implemented in NEMO es-
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timate the value of a model variableat point P as a weighted linear combination of the
values of the model variables at the grid poiAtsB etc. :

1
Tp = _ (waT A +wprE +WcTc + WpTp) (11.1)

wherew 5, wg etc. are the respective weights for the model field at paintB etc., and
W = wp + Wy + we + wWp.
Four different possibilities are available for computing the weights.

1. Great-Circle distance-weighted interpolation. The weights are computed as a
function of the great-circle distancgP, -) betweenP and the model grid points
A, B etc. For example, the weight given to the fielg is specified as the product
of the distances fror® to the other points :

wa = s(P,B)s(P,C)s(P,D)
where
5(P,M) = cos™}{sin ¢p sin ¢y + cos ¢p cos ¢y cos(Ay — Ap)} (11.2)

and M corresponds t@, C' or D. A more stable form of the great-circle distance
formula for small distanceg:(near 1) involves the arcsine function (e.g., see p. 101
of Daley and Barker (2001) ; NAVDAS Source Book) :

s(P,M) = sin_l{\/ 1-— :U2}
where
T = apap + bep + cmcp

and

ay = siny,
ap = sinép,
by = cos gy cos Py,
bp = cos ¢p cos ¢p,
CM = €os Py sin @y,
cp = €OS ¢p sin ¢p.
2. Great-Circle distance-weighted interpolation with small angle approximation.
Similar to the previous interpolation but with the distasamputed as

S (P,M) = 1/ (63 — 6p)% + Ot — Ap)? cos? oy (11.3)
whereM corresponds tel, B, C or D.

3. Bilinear interpolation for a regular spaced grid. The interpolation is split into
two 1D interpolations in the longitude and latitude directions, respectively.

4. Bilinear remapping interpolation for a general grid. An iterative scheme that
involves first mapping a quadrilateral cell into a cell with coordinates (0,0), (1,0),
(0,2) and (1,1). This method is based on the Scrip interpolation package (Jones 2001).
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11.3.2 Grid search

For many grids used by the NEMO model, such as the ORCA family, the horizontal
grid coordinates andj are not simple functions of latitude and longitude. Therefore, it
is not always straightforward to determine the grid points surrounding any given obser-
vational position. Before the interpolation can be performed, a search algorithm is then
required to determine the corner points of the quadrilateral cell in which the observation is
located. This is the most difficult and time consuming part of the 2D interpolation proce-
dure. A robust test for determining if an observation falls within a given quadrilateral cell
is as follows. Lef?(\p, ¢p) denote the observation point, andAgt\ o, ¢4 ), B(Ag, ¢),

C(Ag, ¢c) andD(Ap, ¢p) denote the bottom left, bottom right, top left and top right cor-
ner points of the cell, respectively. To determine if P is inside the cell, we verify that the
cross-products

TpA X TpC [(Aa = Ap)(¢c — dp) = (Ac — Ap)(da — ¢p)lk
rpg XTpa = [(Ap — Ap)(¢a — ép) —(Aa — Ap)(dp — ¢p)l k (11.4)
rpc Xrpp = [(Ac — Ap)(dp — dp) —(Ap — Ap)(¢c — ¢p)l k
r'pp X I'pp [(Ap = Ap)(@B — ép) —(Ap — Ap)(¢p — op)l k

point in the opposite direction to the unit nornfal(i.e., that the coefficients dt are
negative), wherep,, rpg, etc. correspond to the vectors between points P and A, P and
B, etc.. The method used is similar to the method used in the Scripp interpolation package
(Jones 2001).

In order to speed up the grid search, there is the possibility to construct a lookup table
for a user specified resolution. This lookup table contains the lower and upper bounds on
thei andj indices to be searched for on a regular grid. For each observation position, the
closest point on the regular grid of this position is computed and &imelj ranges of this
point searched to determine the precise four points surrounding the observation.

11.3.3 Parallel aspects of horizontal interpolation

For horizontal interpolation, there is the basic problem that the observations are une-
venly distributed on the globe. In numerical models, it is common to divide the model grid
into subgrids (or domains) where each subgrid is executed on a single processing element
with explicit message passing for exchange of information along the domain boundaries
when running on a massively parallel processor (MPP) system. This approach is used by
the NEMO ocean model (Madec 2008).

For observations there is no natural distribution since the observations are not equally
distributed on the globe. Two options have been made available : 1) geographical distri-
bution ; and 2) round-robin.

Geographical distribution of observations among processors

This is the simplest option in which the observations are distributed according to the
domain of the grid-point parallelization. Figuté.1shows an example of the distribution
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Fic. 11.1 — Example of the distribution of observations with the geographical
distribution of observational data.
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FIG. 11.2 — Example of the distribution of observations with the round-robin dis-
tribution of observational data.

of the in situ data on processors with a different colour for each observation on a given
processor for a &« 2 decomposition with ORCA2. The grid-point domain decomposition
is clearly visible on the plot.

The advantage of this approach is that all information needed for horizontal interpola-
tion is available without any MPP communication. Of course, this is under the assumption
that we are only using 2 x 2 grid-point stencil for the interpolation (e.g., bilinear inter-
polation). For higher order interpolation schemes this is no longer valid. A disadvantage
with the above scheme is that the number of observations on each processor can be very
different. If the cost of the actual interpolation is expensive relative to the communication
of data needed for interpolation, this could lead to load imbalance.

Round-robin distribution of observations among processors

An alternative approach is to distribute the observations equally among processors and
use message passing in order to retrieve the stencil for interpolation. The simplest distri-
bution of the observations is to distribute them using a round-robin scheme. Rify2re
shows the distribution of thie situ data on processors for the round-robin distribution of
observations with a different colour for each observation on a given processor for2a 4
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decomposition with ORCAZ2 for the same input data as in Figl The observations are

now clearly randomly distributed on the globe. In order to be able to perform horizontal
interpolation in this case, a subroutine has been developed that retrieves any grid points in
the global space.

Vertical interpolation operator

The vertical interpolation is achieved using either a cubic spline or linear interpola-
tion. For the cubic spline, the top and bottom boundary conditions for the second deriva-
tive of the interpolating polynomial in the spline are set to zero. At the bottom boundary,
this is done using the land-ocean mask.
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194 Apply assimilation increments (ASM)

The ASM branch adds the functionality to apply increments to model variables, tem-
perature, salinity, sea surface height, velocity and sea ice concentration. These are read
into the model from a file which may be produced by data assimilation. This code is
controlled by the namelistamasminc There is a brief description of all the namelist
options provided. To build the ASM codey asmincmust be set.

Direct initialization

Direct initialization refers to the instantaneous correction of the model background
state using the analysis increment.

Incremental Analysis Updates

Rather than updating the model state directly with the analysis increment, it may be
preferable to introduce the increment gradually into the ocean model in order to minimize
spurious adjustment processes. This technique is referred to as Incremental Analysis Up-
dates (IAU ; Bloom etal 1996). IAU is a common technique used with 3D assimilation
methods such as 3D-Var or Ol.

With 1AU, the model state trajectory in the assimilation winday € ¢; < tn)
is corrected by adding the analysis increments for for temperature, salinity, horizontal
velocity and SSH as additional tendency terms to the prognostic equations :

Xa(ti) = M(ti,to)[xb(t())] + F;6x° (121)

whereF; is a weighting function defined such thg™ | F; = 1. To control the adjust-
ment time of the model to the increment, the increment can be applied over an arbitrary
sub-window,t,, < t; < t,, of the main assimilation window, whetg < t,, < t; and

t; < t, < ty, Typically the increments are spread evenly over the full window. In addi-
tion, two different weighting functions have been implemented. The first function employs
constant weights,

0 if ¢ <tm,
FY = 1M if t,<t;i<t, (12.2)
0 if ¢ >t,

whereM = m —n. The second function employs peaked hat-like weights in order to give
maximum weight in the centre of the sub-window, with the weighting reduced linearly to
a small value at the window end-points.

0 if ¢ <tn
2 ) at it tm <t <ty
B = a(M—i+1) if t]\/j/g <t; <1, (12.3)

0 if ¢ >t,
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wherea—! = Zi]‘i/f 27 andM is assumed to be even. The weights described bylR2q3)(
provide a smoother transition of the analysis trajectory from one assimilation cycle to the
next than that described by EG.2 2.

12.1 Implementation details

Here we show an example namelist and the header of an example assimilation incre-
ments file on the ORCA2 grid.

nam_asminc assimilation increments namelist

In_bkgwri Logical switch for writing out background state
In_trjwri Logical switch for writing out state trajectory
In_trainc Logical switch for applying tracer increments
In_dyninc Logical switch for applying velocity increments
In_sshinc Logical switch for applying SSH increments
In_asmdin Logical switch for Direct Initialization (DI)
In_asmiau Logical switch for Incremental Analysis Updating (IAU)
nitbkg Timestep of background in [0,nitend-nit000-1]

nitdin Timestep of background for DI in [0,nitend-nit000-1]
nitiaustr ~ Timestep of start of IAU interval in [0,nitend-nit000-1]
nitiaufin ~ Timestep of end of IAU interval in [O,nitend-nit000-1]
niaufn Type of IAU weighting function

nittrjfrg Frequency of trajectory output for 4D-VAR

In_salfix Logical switch for ensuring that the sa > salfixmin
salfixmin Minimum salinity after applying the increments
&nam_asminc

In_bkgwri = .true.

In_trjwri = .false.

In_trainc = .false.

In_dyninc = .false.

In_sshinc = .false.

In_asmdin = .false.

In_asmiau = .false.

nitbkg = 0
nitdin = 0
nitiaustr = 1
nitiaufin = 150
niaufn = 0
nittrjifrg = 0

In_salfix = .false.
salfixmin = -9999

12.1.1 Assimilation increments file

The header of an assimilation increments file produced usaaymp -his shown
below

netcdf assim_background_increments {

dimensions:

X = 182 ;

y = 149 ;

z =31 ;

t = UNLIMITED ; // (1 currently)
variables:

float nav_lon(y, X) ;

float nav_lat(y, x) ;

float nav_lev(z) ;

double time_counter(t) ;
double time ;

double z_inc_dateb ;
double z_inc_datef ;
double bckint(t, z, y, x) ;
double bckins(t, z, y, x) ;
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double bekinu(t, z, y, X) ;
double bekinv(t, z, y, X) ;
double bckineta(t, y, x) ;

/I global attributes:
:DOMAIN_number_total = 1 ;
:DOMAIN_number = 0 ;
:DOMAIN_dimensions_ids = 1, 2 ;
:DOMAIN_size_global = 182, 149 ;
:DOMAIN_size_local = 182, 149 ;
:DOMAIN_position_first = 1, 1 ;
:DOMAIN_position_last = 182, 149 ;
:DOMAIN_halo_size_start = 0, 0 ;
:DOMAIN_halo_size_end = 0, O ;
:DOMAIN_type = "BOX" ;
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198 Miscellaneous Topics

Representation of Unresolved Straits

In climate modeling, it often occurs that a crucial connections between water masses
is broken as the grid mesh is too coarse to resolve narrow straits. For example, coarse grid
spacing typically closes off the Mediterranean from the Atlantic at the Strait of Gibraltar.

In this case, it is important for climate models to include the effects of salty water entering
the Atlantic from the Mediterranean. Likewise, it is important for the Mediterranean to re-
plenish its supply of water from the Atlantic to balance the net evaporation occurring over
the Mediterranean region. This problem occurs even in eddy permitting simulations. For
example, in ORCA 1/4° several straits of the Indonesian archipelago (Ombai, Lombok...)
are much narrow than even a single ocean grid-point.

We describe briefly here the three methods that can be us¢EMOto handle such
improperly resolved straits. The first two consist of opening the strait by hand while en-
suring that the mass exchanges through the strait are not too large by either artificially
reducing the surface of the strait grid-cells or, locally increasing the lateral friction. In
the third one, the strait is closed but exchanges of mass, heat and salt across the land are
allowed. Note that such modifications are so specific to a given configuration that no at-
tempt has been made to set them in a generic way. However, examples of how they can be
set up is given in the ORCA 2° and 0.5° configurations (searckdgrORCA_R2 or
key_ ORCA _RO5in the code).

Hand made geometry changes

e reduced scale factor in the cross-strait direction to a value in better agreement with
the true mean width of the strait. (Fif3.1.1). This technique is sometime called "partially
open face” or "partially closed cells”. The key issue here is only to reduce the faces of
T-cell (i.e. change the value of the horizontal scale factors-adr v-point) but not the
volume of theT-cell. Indeed, reducing the volume of strditcell can easily produce a
numerical instability at that grid point that would require a reduction of the model time
step. The changes associated with strait management are ddomimgr.F90 just after
the definition or reading of the horizontal scale factors.

e increase of the viscous boundary layer thickness by local increase of the fmask
value at the coast (Fid.3.1.). This is done idommsk.F9@ogether with the setting of
the coastal value of fmask (see Secti)

Cross Land Advection ffacla.F90)

&namcla ! cross land advection
|

nn_cla = 0 ! advection between 2 ocean pts separates by land
/
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38°N

34°N

10°W 8°W 6°W 4°W 2°W 0°

set to value > 2
38°N
36°N
Viscous Boundary
34°N layer
10°W  8°W 6°W 4°W 2°W 0°

Fic. 13.1 — Example of the Gibraltar strait defined ina 1° x 1° mdsip.:

using partially open cells. The meridional scale factop-gioint is reduced on

both sides of the strait to account for the real width of the strait (about 20 km).
Note that the scale factors of the strA#point remains unchangeBottom: using
viscous boundary layers. The four fmask parameters along the strait coastlines are
set to a value larger than 4e¢. "strong” no-slip case (see FRB)1) creating a large
viscous boundary layer that allows a reduced transport through the strait.
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Add a short description of CLA staff here or in lateral boundary condition chapter ?

13.2 Closed seax(osea.F90

13.3

13.4

Add here a short description of the way closed seas are managed

Sub-Domain Functionality (pizoom jpjzoomnm)

The sub-domain functionality, also improperly called the zoom option (improperly
because it is not associated with a change in model resolution) is a quite simple function
that allows a simulation over a sub-domain of an already defined configuratomi-
thout defining a new mesh, initial state and forcings). This option can be useful for testing
the user settings of surface boundary conditions, or the initial ocean state of a huge ocean
model configuration while having a small computer memory requirement. It can also be
used to easily test specific physics in a sub-domain (for example?ste b test of the
coupling used in the global ocean version of OPA between sea-ice and ocean model over
the Arctic or Antarctic ocean, using a sub-domain). In the standard model, this option
does not include any specific treatment for the ocean boundaries of the sub-domain : they
are considered as artificial vertical walls. Nevertheless, it is quite easy to add a restoring
term toward a climatology in the vicinity of such boundaries (§&é).

In order to easily define a sub-domain over which the computation can be performed,
the dimension of all input arrays (ocean mesh, bathymetry, forcing, initial state, ...) are de-
fined agpidta, jpjdta andjpkdta (par_oce.F90module), while the computational domain
is defined througlipiglo, jpjglo andjpk (par-oce.F90module). When running the model
over the whole domain, the user sgigylo=jpidta jpjglo=jpjdta and jpk=jpkdta When
running the model over a sub-domain, the user has to provide the size of the sub-domain,
(jpiglo, jpjglo, jpkglo), and the indices of the south western corngpa®omandjpjzoom
in thepar_oce.F90module (Fig.13.3.

Note that a third set of dimensions exigli, jpj andjpk which is actually used to
perform the computation. It is set by defaultjpé=jpjglo andjpj=jpjglo, except for mas-
sively parallel computing where the computational domain is laid out on local processor
memories following a 2D horizontal splitting.

Water column model : 1D model (keycfg_1d)

The 1D model option simulates a stand alone water column within tHeEBRAO sys-
tem. It can be applied to the ocean alone or to the ocean-ice system and can include passive
tracers or a biogeochemical model. It is set up by definingkdyecfg_1d CPP key. The
1D model is a very useful todh) to learn about the physics and numerical treatment of
vertical mixing processegb) to investigate suitable parameterisations of unresolved tur-
bulence (wind steering, langmuir circulation, skin layer);to compare the behaviour
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jpjdta
input data
ipjglo domain
jpjzoom _|_______ 1-

1 jpiglo
|

! |

1 jpizoom jpidta

FIG. 13.2 — Position of a model domain compared to the data input domain when
the zoom functionality is used.

of different vertical mixing schemegd) to perform sensitivity studies on the vertical dif-
fusion at a particular point of an ocean doma(d);to produce extra diagnostics, without
the large memory requirement of the full 3D model.

The methodology is based on the use of the zoom functionality over the smallest
possible domain : a 3 x 3 domain centred on the grid point of interest(s8), with
some extra routines. There is no need to define a new mesh, bathymetry, initial state or
forcing, since the 1D model will use those of the configuration it is a zoom of. The chosen
grid point is set in paoce.F90 module by setting the jpizoom and jpjzoom parameters to
the indices of the location of the chosen grid point.

Accelerating the Convergencenfi_acc=1)

&namdom ! space and time domain (bathymetry, mesh, timestep)
1
nn_bathy = 1 ! compute (=0) or read(=1) the bathymetry file
nn_closea = 0 ! closed seas and lakes are removed (=0) or kept (=1) from the ORCA domain
nn_msh = 0 | create (=1) a mesh file (coordinates, scale factors, masks) or not (=0)
r_e3zps_min=  20. I the thickness of the partial step is set larger than the minimum
rn_e3zps_rat= 0.1 ! of e3zps_min and e3zps_rat * e3t  (N.B. 0<e3zps_rat<l)
1
rn_rdt = 5760. I time step for the dynamics (and tracer if nacc=0) ==> 5760
nn_baro = 64 ! number of barotropic time step (for the split explicit algorithm) ("key_dynspg_ts")
rn_atfp = 0.1 ! asselin time filter parameter
nn_acc = 0 ! acceleration of convergence : =1 used, rdt < rdttra(k)
! =0, not used, rdt = rdttra
rn_rdtmin = 28800. ! minimum time step on tracers (used if nacc=1)
rn_rdtmax = 28800. ! maximum time step on tracers (used if nacc=1)

rn_rdth = 800. ! depth variation of tracer time step (used if nacc=1)
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Searching an equilibrium state with an global ocean model requires a very long time
integration period (a few thousand years for a global model). Due to the size of the time
step required for numerical stability (less than a few hours), this usually requires a large
elapsed time. In order to overcome this probl@mtroduces a technique that is intended
to accelerate the spin up to equilibrium. It uses a larger time step in the tracer evolution
equations than in the momentum evolution equations. It does not affect the equilibrium
solution but modifies the trajectory to reach it.

The acceleration of convergence option is used wieacc=1. In that caseAt =
rn_rdt is the time step of dynamics whildt = rdttra is the tracer time-step. the former
is set from then_rdt namelist parameter while the latter is computed using a hyperbolic
tangent profile and the following namelist parameters.rdtmin, rn_rdtmaxandrn_rdth.

Those three parameters correspond to the surface value the deep ocean value and the
depth at which the transition occurs, respectively. The set of prognostic equations to solve
becomes :

1 1
ou, _ Ut -y

ot 2At
oT Tt+1 _ thl
t 2At
oS St+1 _ Stfl
o oAt

? has examined the consequences of this distorted physics. Free waves have a slower
phase speed, their meridional structure is slightly modified, and the growth rate of baro-
clinically unstable waves is reduced but with a wider range of instability. This technique
is efficient for searching for an equilibrium state in coarse resolution models. However its
application is not suitable for many oceanic problems : it cannot be used for transient or
time evolving problems (in particular, it is very questionable to use this technique when
there is a seasonal cycle in the forcing fields), and it cannot be used in high-resolution mo-
dels where baroclinically unstable processes are important. Moreover, the vertical varia-
tion of At implies that the heat and salt contents are no longer conserved due to the vertical
coupling of the ocean level through both advection and diffusion. Therefiordtmin =
rn_rdtmaxshould be a more clever choice.

Model Optimisation, Control Print and Benchmark

&namctl I Control prints & Benchmark
1.
nn_print = 0 I level of print (O no extra print)
nn_bench = 0 ! Bench mode (1/0): CAUTION use zero except for bench
! (no physical validity of the results)
nn_bit_ cmp = 0 ! bit comparison mode (1/0): CAUTION use zero except for test

! of comparison between single and multiple processor runs
e. ! trends control print (expensive!)
0 ! start i indice of control sum (use to compare mono versus
0 ! end i indice of control sum multi processor runs
0 | start j indice of control over a subdomain)

In_ctl fals
nn_ictls
nn_ictle

nn_jctls
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0 ! end | indice of control
1 ! number of processors in i-direction
1 I number of processors in j-direction

nn_jctle

nn_isplt

nn_jsplt
/

Three issues to be described here :

e Vector and memory optimisation :

key_vectoptloop enables the internal loops to collapse. This is very a very efficient
way to increase the length of vector calculations and thus to speed up the model on vector
computers.

key_vectopt memory is an obsolescent option. It has been introduced in order to re-
duce the memory requirement of the model at a time when in-core memory were rather
limited. This is obviously done at the cost of increasing the CPU time requirement, since
it suppress intermediate computations which would have been saved in in-core memory.
Currently it is only used in the old implementation of the TKE physiksy(tke_old)
where, wherkey_vectopt memory is defined, the coefficients used for horizontal smoo-
thing of AT and A™ are no longer computed once and for all. This reduces the memory
requirement by three 3D arrays. This option will disappear in the NEXOrelease.

e Control print

1-In_ctl : compute and print the trends averaged over the interior domain in all TRA,
DYN, LDF and ZDF modules. This option is very helpful when diagnosing the origin of
an undesired change in model results.

2- alsoln_ctl but using the nictl and njctl namelist parameters to check the source of
differences between mono and multi processor runs.

3- key_esopa(to be rename keymemo) : which is another option for model mana-
gement. When defined, this key forces the activation of all options and CPP keys. For
example, all tracer and momentum advection schemes are called! Therefore the model
results have no physical meaning. However, this option forces both the compiler and the
model to run through all the RTRAN lines of the model. This allows the user to check
for obvious compilation or execution errors with all CPP options, and errors in namelist
options.

4- last digit comparisonnfLbit_cmp. In an MPP simulation, the computation of a
sum over the whole domain is performed as the summation over all processors of each
of their sums over their interior domains. This double sum never gives exactly the same
result as a single sum over the whole domain, due to truncation differences. The "bit
comparison” option has been introduced in order to be able to check that mono-processor
and multi-processor runs give exactly the same results.

e Benchmark fin_.bench). This option defines a benchmark run based on a GYRE
configuration in which the resolution remains the same whatever the domain size. This
allows a very large model domain to be used, just by changing the domairjEge,(
jpiglo) and without adjusting either the time-step or the physical parameterisations.

Elliptic solvers (SOL)

&namsol ! elliptic solver / island / free surface
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nn_solv = 1 ! elllpnc solver: =1 preconditioned conjugate gradient (pcg)

=2 successive-over-relaxation (sor)
nn_sol_arp = 0 ! absolute/relat|ve (0/1) precision convergence test
rn_eps = 1le-6 ! absolute precision of the solver
nn_nmin = 300 ! minimum of iterations for the SOR solver
nn_nmax = 800 ! maximum of iterations for the SOR solver
nn_nmod = 10 ! frequency of test for the SOR solver
rm_resmax = 1l.e-10 ! absolute precision for the SOR solver
rn_sor = 192 ! optimal coefficient for SOR solver (to be adjusted with the domain)

When the filtered sea surface height option is used, the surface pressure gradient is
computed indynspgflt.F90. The force added in the momentum equation is solved im-
plicitely. It is thus solution of an elliptic equatior2.©) for which two solvers are avai-
lable : a Successive-Over-Relaxation scheme (SOR) and a preconditioned conjugate gra-
dient scheme(PCGPP]. The solver is selected trough the the valuennfsolv (hamelist
parameter).

The PCG is a very efficient method for solving elliptic equations on vector computers.

It is a fast and rather easy method to use ; which are attractive features for a large number
of ocean situations (variable bottom topography, complex coastal geometry, variable grid
spacing, islands, open or cyclic boundaries, etc ...). It does not require a search for an
optimal parameter as in the SOR method. However, the SOR has been retained because it
is a linear solver, which is a very useful property when using the adjoint moddtbfO

At each time step, the time derivative of the sea surface height at time stép(or
equivalently the divergence of tladter barotropic transport) that appears in the filtering
forced is the solution of the elliptic equation obtained from the horizontal divergence of
the vertical summation of(6). Introducing the following coefficients :

CNS :2At2 HU(Z>]) elv(zvj)

l’j 621}@7 .])
elu(za ])
bij = 0ileauMy] — b [e1sMy]

the five-point finite difference equatiof?) can be rewritten as :

NS EW NS EW
Civ1;Dit15+ cijrDij1 + ¢y Dicaj+ ¢f Dij—

13.3
(A-ﬁj—i'cw-kl_'—@] +C%J )Did’:bivj ( :

(13.3 is a linear symmetric system of equations. All the elements of the corresponding
matrix A vanish except those of five diagonals. With the natural ordering of the grid points
(i.e. from west to east and from south to north), the structureisfblock-tridiagonal with
tridiagonal or diagonal blocksA is a positive-definite symmetric matrix of sizgpi -
jpj)?, andB, the right hand side ofi@.3, is a vector.

Note that in the linear free surface case, the depth that apped/3. #hqdoes not vary
with time, and thus the matrix can be computed once for all. In non-linear free surface
(key_vvl defined) the matrix have to be updated at each time step.
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13.7.1 Successive Over Relaxatiomi§_solv=2, solsor.F9(Q

Let us introduce the four cardinal coefficients :

S W EW
E N
aij =G ]+1/d i,J a; ; = Cz—i—l ]/d 1,J

whered; ; = cl° + ¢
rewritten as :

N3+l + cEV, (i.e. the diagonal of the matrix)18.3 can be

N E S w
a; i Div1j+ aijDiji1+ a7 ;Dic1j+ a;;Dij—1 — Dy j = b; (13.4)

with Ei,j = b;;/d; ;. (13.4 is the equation actually solved with the SOR method. This
method used is an iterative one. Its algorithm can be summarised as followaf(ges
further discussion) :

initialisation (evaluate a first guess from previous time step computations)

D};=2D}; - D} (13.5)
iterationn, fromn = 0 until convergence, do :

N 1 W 1 7
Riy =a Dy + 5Dl + oD+ DI~ Dl =By
1 .
D' =D} +w Ry,

wherew satisfiesl < w < 2. An optimal value exists fap which significantly accelerates

the convergence, but it has to be adjusted empirically for each model domain (except for
a uniform grid where an analytical expression docan be found?]). The value ofw is

set usingn_sor, anamelist parameter. The convergence test is of the form :

an Ry

= —— <€ (13.7)
Zb,wa

wheree is the absolute precision that is required. It is recommended that a value smaller
or equal to10~% is used fore since larger values may lead to numerically induced basin
scale barotropic oscillations. The precision is specified by settirgps(namelist para-
meter). In addition, two other tests are used to halt the iterative algorithm. They involve
the number of iterations and the modulus of the right hand side. If the former exceeds
a specified valuepnnmax (namelist parameter), or the latter is greater thegt>, the

whole model computation is stopped and the last computed time step fields are saved in a
abort.nc NetCDF file. In both cases, this usually indicates that there is something wrong
in the model configuration (an error in the mesh, the initial state, the input forcing, or the
magnitude of the time step or of the mixing coefficients). A typical valugrafmazx is
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a few hundred whea = 1079, increasing to a few thousand wher= 10~'2. The vec-
torization of the SOR algorithm is not straightforward. The scheme contains two linear
recurrences onandj. This inhibits the vectorisation18.6 can be been rewritten as :
N E s w 7
Rij =i ;D + 0Dy + ap;Dity j+ (5071 — Diy = bij
Rij=Ri; —w a; ij-1 (13.8)

2¥)
Ry =R} —wai; Ry
This technigue slightly increases the number of iteration required to reach the conver-
gence, but this is largely compensated by the gain obtained by the suppression of the
recurrences.

Another technique have been chosen, the so-called red-black SOR. It consist in sol-
ving successivelyl3.6 for odd and even grid points. It also slightly reduced the conver-
gence rate but allows the vectorisation. In addition, and this is the reason why it has been
chosen, itis able to handle the north fold boundary condition used in ORCA configuration
(i.e. tri-polar global ocean mesh).

The SOR method is very flexible and can be used under a wide range of conditions,
including irregular boundaries, interior boundary points, etc. Proofs of convergence, etc.
may be found in the standard numerical methods texts for partial differential equations.

Preconditioned Conjugate Gradientrin_solv=1, solpcg.F90

A is a definite positive symmetric matrix, thus solving the linear syste®&3( is
equivalent to the minimisation of a quadratic functional :

Ax=b o x=inf,o(y) .  o(y)=1/2(Ay,y) — (b.y)

where(, ) is the canonical dot product. The idea of the conjugate gradient method is to
search for the solution in the following iterative way : assumingtfidtas been obtained,
x"*+1is found fromx™*+!1 = x™ + o™d™ which satisfies :

@ _

0
da

X" = infy_ynon an 9(Y) &
and expressing(y) as a function otv, we obtain the value that minimises the functional :
o = (1) /( Ad", d")

wherer™ = b — Ax"™ = A(Xx — x") is the error at rank. The descent vectal” s chosen

to be dependent on the errod” = r™ + " d"~!. 8" is searched such that the descent
vectors form an orthogonal basis for the dot product linke@.texpressing the condition
(Ad™ d"~1) = 0 the value ofs™ is found : 8" = (r™,r™)/(r"=1 r"~1), As a result, the
errorsr™ form an orthogonal base for the canonic dot product while the descent vectors
d™ form an orthogonal base for the dot product linkedAtoThe resulting algorithm is
thus the following one :
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initialisation :

X’ =D}; =2D}; — D;7' theinitial guess
rf=d’=b—Ax’

0 .0
Y0 = <r 2 >
iterationn, from n = 0 until convergence, do :

" =Ad"
an = Y /(Z",d")
Xn+1 — Xn 4 ap, dn

il =, 2" (13.9)

Y1 = (L)

ﬂn—&—l = ’Vn—i-l/’)/n
dn+1 — r.n—i—l + 6n+1 dr

The convergence test is :
8= /(b,b) <e (13.10)

wheree is the absolute precision that is required. As for the SOR algorithm, the whole
model computation is stopped when the number of iteratiomsnax or the modulus of

the right hand side of the convergence equation exceeds a specified valgé3seé

for a further discussion). The required precision and the maximum number of iterations
allowed are specified by settimg_epsandnn_max(namelist parameters).

It can be demonstrated that the above algorithm is optimal, provides the exact solu-
tion in a number of iterations equal to the size of the matrix, and that the convergence
rate is faster as the matrix is closer to the identity matrix, its eigenvalues are closer
to 1. Therefore, it is more efficient to solve a better conditioned system which has the
same solution. For that purpose, we introduce a preconditioning m@teizhich is an
approximation ofA but much easier to invert thak, and solve the system :

Q 'Ax=0Q'b (13.11)

The same algorithm can be used to sol&.1]) if instead of the canonical dot product
the following one is used ¢a,b), = (a,Qb), and ifb=Q ! bandA = Q' A
are substituted tb and A [?]. In NEMO, Q is chosen as the diagonal o4, i.e. the
simplest form forQ so that it can be easily inverted. In this case, the discrete formulation
of (13.1) is in fact given by {3.4) and thus the matrix and right hand side are computed
independently from the solver used.
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Diagnostics (DIA, IOM)
Standard Model Output (default option or key.dimg)

The model outputs are of three types : the restart file, the output listing, and the output
file(s). The restart file is used internally by the code when the user wants to start the model
with initial conditions defined by a previous simulation. It contains all the information that
is necessary in order for there to be no changes in the model results (even at the computer
precision) between a run performed with several restarts and the same run performed in
one step. It should be noted that this requires that the restart file contain two consecutive
time steps for all the prognostic variables, and that it is saved in the same binary format as
the one used by the computer that is to read it (in particular, 32 bits binary IEEE format
must not be used for this file). The output listing and file(s) are predefined but should
be checked and eventually adapted to the user's needs. The output listing is stored in the
ocean.output file. The information is printed from within the code on the logical unit
numout. To locate these prints, use the UNIX commagdep -i numoditin the source
code directory.

In the standard configuration, the user will find the model results in NetCDF files
containing mean values (or instantaneous valué&eyfdiainstant is defined) for every
time-step where output is demanded. These outputs are defineddiatre F90 module.

When definingkey_dimgout, the output are written in DIMG format, an IEEE output
format.

Since version 3.2, an I/O server has been added which provides more flexibility in the
choice of the fields to be output as well as how the writing work is distributed over the
processors in massively parallel computing. It is activated vikegndimgout is defined.

Tracer/Dynamics Trends (keytrdimd, key _diatrdtra, key _diatrddyn)

Whenkey_diatrddyn and/orkey_diatrddyn cpp variables are defined, each trend of
the dynamics and/or temperature and salinity time evolution equations is stored in three-
dimensional arrays just after their computatian.(at the end of eactiyn - - - . F'90 and/or
tra--- .F90 routine). These trends are then used in diagnostic roudlivesn. 90 and
diatra.F90 respectively. In the standard model, these routines check the basin averaged
properties of the momentum and tracer equations evtedy time-stepsifamelist para-
meter). These routines are supplied as an example ; they must be adapted by the user to
his/her requirements.

These two options imply the creation of several extra arrays in the in-core memory,
increasing quite seriously the code memory requirements.

On-line Floats trajectories (FLO)

|
&namflo ! float parameters ("key_float")
|

In_rstflo = .false. I float restart (T) or not (F)
nn_writefl= 75 ! frequency of writing in float output file
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nn_stockfl= 5475 ! frequency of creation of the float restart file

In_argo = .false. ! Argo type floats (stay at the surface each 10 days)

In_flork4 = false. ! trajectories computed with a 4th order Runge-Kutta (T)
! or computed with Blanke’ scheme (F)

The on-line computation of floats adevected either by the three dimensional velocity
field or constraint to remain at a given depth & 0 in the computation) have been
introduced in the system during the CLIPPER project. The algorithm used is based on the
work of ?. (see also the web site describing the off-line use of this marvellous diagnostic
tool (http ://stockage.univ-brest.fr/ grima/Ariane/).

Other Diagnostics

Aside from the standard model variables, other diagnostics can be computed on-line
or can be added to the model. The available ready-to-add diagnostics routines can be
found in directory DIA. Among the available diagnostics are :

- the mixed layer depth (based on a density criteridi|graxl.F9Q

- the turbocline depth (based on a turbulent mixing coefficient criteridiajr{xl.F9Q

- the depth of the 20 ° C isotherrdi@hth.F9Q

- the depth of the thermocline (maximum of the vertical temperature gradigalxf.F90Q

- the meridional heat and salt transports and their decompositiam{l.F9Q

In addition, a series of diagnostics has been added imlitee’5.F9Q They corres-
ponds to outputs that are required for AR5 simulations (see Set3i@below for one of
them). Activating those outputs requires to definekég diaar5 CPP key.

Steric effect in sea surface height

Changes in steric sea level are caused when changes in the density of the water co-
lumn imply an expansion or contraction of the column. It is essentially produced through
surface heating/cooling and to a lesser extent through non-linear effects of the equation
of state (cabbeling, thermobaricity...). Non-Boussinesg models contain all ocean effects
within the ocean acting on the sea level. In particular, they include the steric effect. In
contrast, Boussinesq models, suctN&MO, conserve volume, rather than mass, and so
do not properly represent expansion or contraction. The steric effect is therefore not ex-
plicitely represented. This approximation does not represent a serious error with respect
to the flow field calculated by the modét][ but extra attention is required when inves-
tigating sea level, as steric changes are an important contribution to local changes in sea
level on seasonal and climatic time scales. This is especially true for investigation into sea
level rise due to global warming.

Fortunately, the steric contribution to the sea level consists of a spatially uniform
component that can be diagnosed by considering the mass budget of the world?cean [

In order to better understand how global mean sea level evolves and thus how the steric sea
level can be diagnosed, we compare, in the following, the non-Boussinesq and Boussinesq
cases.
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Let denoteM the total mass of liquid seawatet( = [, pdv), V the total volume
of seawater¥ = [, dv), A the total surface of the oceamd (= [ ds), p the global
mean seawateir( situ) density ¢ = 1/V [}, pdv), and7 the global mean sea leve} &

1/A [4nds).
A non-Boussinesq fluid conserves mass. It satisfies the following relations :
M=Vp

- (13.12)
V=Anq
Temporal changes in total mass is obtained from the density conservation equation :

emp
es

elgat(eg p) +V(pU) = (13.13)

surface

wherep is thein situ density, ancempthe surface mass exchanges with the other media
of the Earth system (atmosphere, sea-ice, land). Its global averaged leads to the total mass
change

oM = Aemp (13.14)

whereemp= fs empds is the net mass flux through the ocean surface. Bringii3gld)
and the time derivative ofi3.12 together leads to the evolution equation of the mean sea
level

o = Z - — f_ (13.15)

The first term in equationl@.19 alters sea level by adding or subtracting mass from the
ocean. The second term arises from temporal changes in the global mean deasity ;
from steric effects.

In a Boussinesq fluidyp is replaced by, in all the equation except whenappears
multiplied by the gravity {.e. in the hydrostatic balance of the primitive Equations). In
particular, the mass conservation equatidg, {3, degenerates into the incompressibility
equation :
emp

L oves) + viU) = (13.16)
es

Po €3 |surface

and the global average of this equation now gives the temporal change of the total volume,

emp

Po
Only the volume is conserved, not mass, or, more precisely, the mass which is conserved
is the Boussinesq mass${, = p,V. The total volume (or equivalently the global mean
sea level) is altered only by net volume fluxes across the ocean surface, not by changes in
mean mass of the ocean : the steric effect is missing in a Boussinesq fluid.

Nevertheless, following?], the steric effect on the volume can be diagnosed by consi-

dering the mass budget of the ocean. The apparent changet mass of the ocean,
which are not induced by surface mass flux must be compensated by a spatially uniform

&gV:A

(13.17)
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change in the mean sea level due to expansion/contraction of the dfedam ¢thers
words, the Boussinesq mas${,, can be related td1, the total mass of the ocean seen
by the Boussinesq model, via the steric contribution to the sea tgvel spatially uniform
variable, as follows :

My=M+4pons A (13.18)

Any change inM which cannot be explained by the net mass flux through the ocean
surface is converted into a mean change in sea level. Introducing the total density anomaly,
D = [, dq dv, whered, = (p—p,)/p, is the density anomaly used NEMO (cf. §5.8.1)

in (13.18 leads to a very simple form for the steric height :

Ns = —%D (13.19)

The above formulation of the steric height of a Boussinesq ocean requires four re-
marks. First, one can be tempted to defipas the initial value of\ /V, i.e. setD;—y =
0, so that the initial steric height is zero. We do not recommend that. Indeed, in this case
po depends on the initial state of the ocean. Sinclas a direct effect on the dynamics
of the ocean (it appears in the pressure gradient term of the momentum equation) it is
definitively not a good idea when inter-comparing experiments. We better recommend to
fixe once for allp, to 1035 K g m~—3. This value is a sensible choice for the reference den-
sity used in a Boussinesq ocean climate model since, with the exception of only a small
percentage of the ocean, density in the World Ocean varies by no more’himor this
value (?, page 47).

Second, we have assumed here that the total ocean suffadees not change when
the sea level is changing as it is the case in all global ocean GCMs (wetting and drying of
grid point is not allowed).

Third, the discretisation ofl3.19 depends on the type of free surface which is consi-
dered. In the non linear free surface case,key_vvl defined, it is given by

Zi’j, i da €1¢€2¢€3¢

Zi,j, L €1t€2t€3¢

Ns = — (13.20)

whereas in the linear free surface, the volume above#itesurface must be explicitly
taken into account to better approximate the total ocean mass and thus the steric sea level :

- ik e crearest + 30 da erearn (13.21)
Dk €16€2€3L + D €1€)

The fourth and last remark concerns the effective sea level and the presence of sea-
ice. In the real ocean, sea ice (and snow above it) depresses the liquid seawater through its
mass loading. This depression is a result of the mass of sea ice/snow system acting on the
liquid ocean. There is, however, no dynamical effect associated with these depressions
in the liquid ocean sea level, so that there are no associated ocean currents. Hence, the
dynamically relevant sea level is the effective sea levelthe sea level as if sea ice (and
snow) were converted to liquid seawat&}. [However, in the current version 8EMO




212 Miscellaneous Topics

the sea-ice is levitating above the ocean without mass exchanges between ice and ocean.
Therefore the model effective sea level is always givem Byn,, whether or not there is
sea ice present.

In AR5 outputs, the thermosteric sea level is demanded. It is steric sea level due to
changes in ocean density arising just from changes in temperature. It is given by :

1

Ns = —— da(T’ 507]90) dv (1322)
AJp

whereS, andp, are the initial salinity and pressure, respectively.
Both steric and thermosteric sea level are computetidar5.F90which needs the
key_diaar5 defined to be called.
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Chain rule of s—coordinate

In order to establish the set of Primitive Equation in curvilineacoordinatesi(e. an
orthogonal curvilinear coordinate in the horizontal and an Arbitrary Lagrangian Eulerian
(ALE) coordinate in the vertical), we start from the set of equations establisHgddrP
for the special cask = z and thuses = 1, and we introduce an arbitrary vertical coordi-
natea = a(i, j, z,t). Let us define a new vertical scale factorday= 0z/0s (which now
depends ofi, j, z, t)) and the horizontal slope af-surfaces by :

1 0z 1 0z
o] = — — and oy =

Al
€1 01 s ( )

e 9j,

The chain rule to establish the model equations in the curvilineapordinate system

is :
de| Qe Oe Os
5.~ at|. " @s o
Je|  Oe e Os Qe er Oe
%" 9|, ds o 9il, e'os "2
Je| Qe Oe 0s  Oe es  Oe '
Gl = i), 95 85~ G, e 0s
Oe 1 Qe
0z e30s

In particular applying the time derivative chain ruledgrovides the expression for
ws, the vertical velocity of the—surfaces referenced to a fix z-coordinate :

_ 0z| 0z 0s 0s

—ES—%azega (A3)

Ws

Continuity Equation in s—coordinate

Using (A.2) and the fact that the horizontal scale factersand e, do not depend
on the vertical coordinate, the divergence of the velocity relative to#hieg)X coordi-
nate system is transformed as follows in order to obtain its expression in the curvilinear
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s—coordinate system :

1 [o(eaw) d(e1v) Sw

V N U — €1 €2 | 81 . + 8] - + 82
_ 1 [d2w)| _ e (62 u) (61 V)| e 8(61 v)| 4w 9s
T ereg I 01 s 630- + g + O0s 0z
1 [o(eaw) d(e1 v) 1 [Ow Ou v
T eres L 01 s + dj + es [ Os — 01 ds 02 BS]

_ 1 3(62 es u)
el ez es o1

1 863 _ 1 9% — 0 (1 0z _ Oo1 Oes | _ Qo j -
NOtmg that ;- el s €1 0i0s|, — Os <el 81"5) E and ez 0j |g —  0Os? it be
comes .
. . 1 [ O(ez ez u) O(e1 e3v)
V-U = erezes | ot s + a7 N
1 |ow 001 OJoy  _ Ou v
+€3 |:Bs Ugs — Vs 019s 02 Bsi|
o 1 [ O(e2 e3u) d(erezv)| ] 1 0
erezes | ot s+ a3 o a%[w—UUl—UUQ]

Here, w is the vertical velocity relative to the—coordinate system. Introducing
the dia-surface velocity component, defined as the velocity relative to the moving
s—surfaces and normal to them :

W=W—Ws —0LU— 09V (A.5)

with w; given by A.3), we obtain the expression for the divergence of the velocity in the
curvilinears—coordinate system :

V.U = 1 [ 9(ez ez u) +8(61<§3v) _+ 10w | 1 Ows

T ejeses I ot s e3 Os e3 Os

1 [ d(e2 e3u) + Ae1ezv)| ] + 1 8w+i@( @)

e1 es eg 01 e3 Os

1 [ O(e2 e3u) d(ereszv) | | 1 dw N 1 Js Oes
erezes | 01 + +%%+**+77

1o (2] + fgme)| 14 Lo 1o

T ereses 01

s

As a result, the continuity equatioB.(9 in the s—coordinates is :

1 Oe 1 d(esesu d(erezv 1 Jw

—— 4 e2e5u)| | eresv)| |, 10w

o1 dj s e3 0s

A additional term has appeared that take into account the contribution of the time variation
of the vertical coordinate to the volume budget.

=0 (A7)

€3 ot €1 €9 €3 s
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Momentum Equation in s—coordinate

Here we only consider the first component of the momentum equation, the generali-
zation to the second one being straightforward.

e Total derivative in vector invariant form

Let us consider4.17), the first component of the momentum equation in the vector
invariant form. Its totak—coordinate time derivative%‘ ]Z can be transformed as follows
in order to obtain its expression in the curvilingarcoordinate system :

Du _ Ou 1 8(U2+U2) ou
Dil: = ot~ Clvtag T | twa
_ Ou| _ 1 Aeav)| _ O(eru) 1 O(u+v?) ou
_W‘z C‘Zv+e1eg[ o P dj P U+2€1 o1 z+w$
introducing the chain ruleX.2)
. @‘ 1 d(eav) d(e1 u) e; . O(e2v) +e O(e1 u)
— Ot lz e1 e o s d7 es s e3 Os
1 [ 0(u?+v?) e1 . O(u?+v?) w du
+E(7m LT el e ) Te s
_ Ou 1 O(u+v?)
=Gl Tl vtag T,
qw du_ [:1dv _o20ul| o1 O(ul+e?)
es Os e3 0s es3 0s 2es 0s
A(u?+v?)

_ Ou 1
=5, t ¢ vt5e =3
Ju Bv]

S
1 ou ov ou
-l-% [wg + o1y, — 020G, —O1UG, — 01V,

A(u?+v?)

_ Ou 1 ou
=%, T s vt 5 T

+é[w—agv—alu] o
S

Introducingw, the dia-a-surface velocity given bx.6)

b) O(u?+4v? K]
=%+l vt ot ) b L (w—w,) G

s

Applying the time derivative chain rule (first equation &.2)) to v and using A.3)
provides the expression of the last term of the right hand side,

ou __ 9s Ou __ Ou ou

Otls  Otlz ?

Ws s = 9t ds —
leads to thes—coordinate formulation of the total-coordinate time derivative,e. the
total s—coordinate time derivative :

Du|  0Ou

1 O(u?+v?) 1 Ou
De| = ar) Tt g T o 5

s 2eq o1 s ez Os (A-9)
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Therefore, the vector invariant form of the total time derivative has exactly the same ma-
thematical form in:— ands—coordinates. This is not the case for the flux form as shown
in next paragraph.

o Total derivative in flux form

Let us start from the total time derivative in the curvilingarcoordinate system we
have just establish. Following the procedure used to estallitg (it can be transformed
into :

Du _ Ou 1 6(u2+v2) 1 ou
Dils = atls SVt ag e~ T oW as

_ou| 41 <a<ezuu>+a<e1uv>)+m(wu>

Ot s ey e ot

€1€e2

__v dey _ . Oer
6162(v o uﬁj)

Introducing the vertical scale factor inside the horizontal derivative of the first two terms
(i.e. the horizontal divergence), it becomes :

_u[ 1 <a<gaiu>+a(g;v>)+mfw}

Du _ Ou 1 O(ezez u?) O(e1e3 uv) des ez 1 O(wu)
Dtls = Otls Tereses ( ot T g 0 T euuRs —eauvyt )+ =g
_ 1 O(egezu) | O(erezv) Oes _ Oez ) _ 1 0w
U [616263 ( ol + 6_] €2U ot 611] B] (53 Os

__v ey _ , Oe1
6162<U o1 uaj)

_ Ou 1 O(ezez uu) O(erez uw) 1 O(wu)
Ot ls +81€263 ( ot + 7 + e3 Os

1 9(ezes u) d(ei1e3 v) 1 Ow v ey ey
—u [616263 ( ot + 7 T e30s|  eles UV U a3

Introducing a more compact form for the divergence of the momentum fluxes, and using
(A.7), thes—coordinate continuity equation, it becomes :

0 9 8 5

€1e2

which leads to the—coordinate flux formulation of the total-coordinate time deriva-
tive, 7.e. the totals—coordinate time derivative in flux form :

1 d(esu)
€3 ot

Du
Dt

S

S S

+ V- (Uu)| —<v—uj) (A.11)
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which is the total time derivative expressed in the curvilineacoordinate system. It has
the same form as in the—coordinate but for the vertical scale factor that has appeared
inside the time derivative which comes from the modification Af7§, the continuity
equation.

e horizontal pressure gradient
The horizontal pressure gradient term can be transformed as follows :

1 Op 1 op er Op
_ bt ) I ) IR
poe1 Oi|, poe1 | Oi|, e3 1 os
1 Op o1 ( )
= — = —gpes
poe1 Oi|,  poes3 P
1 9op| gp
=— | — =01
poe1 01|,  po

Applying similar manipulation to the second component and replacirandos by their
expressionA.1), it comes :

L), o)
poer O0i|l.  poer \ Oi 01
# 5 s A.12
1 0Op 0z ( )

_100 €2 a]

e GRS
z Po €2 8«7 s
An additional term appears i\(14) which accounts for the tilt of—surfaces with
respect to geopotential-surfaces.
As in z-coordinate, the horizontal pressure gradient can be split in two parts following

?. Let defined a density anomaly, by d = (p — p,)/po, @and a hydrostatic pressure
anomalyp), byp), = g [’ d es dk. The pressure is then given by :

Qpa*j

s

7 "
p:g/ pegdk:g/ (pod+1) e3 dk

n n
zgpo/ degdk—l—g/ es dk

Thereforep andp), are linked through :
P = poph+g(z+n) (A.13)
and the hydrostatic pressure balance expressed in terp)saoidd is :

ap,
o~ d9es
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Substituing A.13) in (A.14) and using the definition of the density anomaly it comes
the expression in two parts :

L op| 1 (9, 92|\ g 0n

poe1 01|, e 8@'/ s di |, e1 01 (A14)
1 op _1<3ph daz>_93"

poe2 0j|, ex \ 97 |, 07 | ez 0j

This formulation of the pressure gradient is characterised by the appearance of a term de-
pending on the the sea surface height only (last term on the right hand side of expression
(A.14)). This term will be abusively namesurface pressure gradienthereas the first

term will be namechydrostatic pressure gradiety analogy to the--coordinate formu-

lation. In fact, the the true surface pressure gradient/js,V(pn), andn is implicitly
included in the computation @f, through the upper bound of the vertical integration.

¢ The other terms of the momentum equation

The coriolis and forcing terms as well as the the vertical physics remain unchanged as
they involve neither time nor space derivatives. The form of the lateral physics is discussed
in appendixB.

e Full momentum equation

To sum up, in a curvilinead-coordinate system, the vector invariant momentum equa-
tion solved by the model has the same mathematical expression as the one in a curvilinear
z—coordinate, but the pressure gradient term :

ou 1 0,4 o 1 Ou
=t v g g () - Sy

1 (o), 0z 99 | U, U
v D, 5 1 Ov
o =GN u= g (W) - e

/
S L (P g 92) 9800, pu g v (asb)
es \ 07 dj) ex0j

whereas the flux form momentum equation differ from it by the formulation of both the
time derivative and the pressure gradient term :

1 0(esu) 1 Jdesy Oeq
% 81'; —V (UU)+{f+€162<'U 81 Uaj>}’l}

/
<8pﬁ+gdg§> f§%+D5+F5 (A.162)
1
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1.9 (e3v) :_v.(UU)+{f+1< - 8€1>}u

es Ot eres " o uaij
/
L (P g 92) 991 UL pU (a6h)
ez \ ) 9j) e20]

Both formulation share the same hydrostatic pressure balance expressed in terms of hy-
drostatic pressure and density anmaligsandd = (pﬁo —1):

Oph, _
ok
It is important to realize that the change in coordinate system has only concerned the
position on the vertical. It has not affectdd k), the orthogonal curvilinear set of unit
vector. (,v) are always horizontal velocities so that their evolution is drivehdnyzontal
forces, in particular the pressure gradient. By contrags notw, the third component
of the velocity, but the dia-surface velocity componerd, the velocity relative to the
moving s—surfaces and normal to them.

—dges (A.17)

Tracer Equation

The tracer equation is obtained using the same calculation as for the continuity equa-
tion and then regrouping the time derivative terms in the left hand side :

% ot o e1 e es E (62 €3 T’LL) + E (61 es3 TU)
10 T -
T ak (Tw)+ D" + F' (A.18)

The expression for the advection term is a straight consequence of (A.4), the expres-
sion of the 3D divergence in thee-coordinates established above.
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Horizontal/Vertical 2nd Order Tracer Diffusive Ope-
rators

In the z-coordinate, the horizontal/vertical second order tracer diffusion operator is
given by :

DT — _1 [7(2AZT 8T})

erex | 01

] + 2 (AT 9L (B.1)

0 (e AlT 0T
z+aj<82A 63‘)

In the s-coordinate, we defined the slopesse$urfacesg; andos by (A.1) and the
vertical/horizontal ratio of diffusion coefficient by= AT /AT, The diffusion operator
is given by :

z

T_vy|,- [A’T R V|ST} whereR=| 0 1  —oy (B.2)

or in expanded form :
T _ 1 IT 0 (1 oT| _ o 9T
D" = el ezes |: 6263A i (el Bz"s es Bs)s
T o (1 or o2 OT
+eq €3A 9j <62 Bj )

e3 Os
T 9 [ éLT _ o2 OT 2 2\ 1 oT
+erex A 85( 01 ls 8][ +(€+01+02) e3 83) :|

el ea

Equation B.2) is obtained fromB.1) without any additional assumption. Indeed, for
the special cask = z and thuses = 1, we introduce an arbitrary vertical coordinate-
s(i, 7, z) as in AppendixA and useA.1) and @A.2). Since no cross horizontal derivative
0;0; appears inB.1), the ¢,z) and (j,z) planes are independent. The derivation can then
be demonstrated for the,.{) — (j,s) transformation without any loss of generality :

T _ _1 0 (exflT" 0T O (AvT OT
D T erey 01 (elA o z) 5 + 0z (A Bz)
— 1 [0 (eqr (0| _eoor
- €1 €2 01 €1 i S 63 Os s
_eo1 9 (e fIT" (0T _ e101 90T + 19 AT T
e3 Os \ e ot |s e3 Os e3 Os e3 Os
_ 1 9 62 63 AlT 6T ‘ lT des | 9T
T ereses ot ot 0t |s

.0 (e2c1 AIT 0T o ex AIT BT
eai(egA )‘ elads(elA ‘)

_ 0 ex01 AIT OT 0 [eirex pvT OT
610185< es A 68) +85< es3 A 85) }



B.1. Horizontal/Vertical 2nd Order Tracer Diffusive Operators 223

Noting thatl %2/ = 91, it becomes :

— O9s
S
_ 1 0 [exe3 AT OT _ 5,0 [e201 AIT OT
_616263[ Bi( el A o s) s 63871( e3 A 88) s
_ IT 9oy OT| _ 9 (e AT 9T
e2A™ G Tl —erongs (o i s)

0 [e201 AIT 0T 0 (eirex gvT OT
+€10185< A 6s>+8s( A 82) }

€3 €3

_ 1 0 [e2e3 AIT OT _ 0 IT T
T eireges [ ai( el A 01 s)’s 0 (6201A 88)‘5

e201 AIT OT Oesz| _ IT 9oy OT
+ e3 A Os 01 €2A Os Ot ls

S
_ 9 (AT AT 9 (ere20f g OT
€201 0s (A o1 5) + Os < es A 83)

_ O(erez01) (ﬂAlT dl) +8Q (mAvT dl) }

Os es Os es3 Os

using the same remark as just above, it becomes :

_ 1 [ B(ezegAlTal _QQUlAZT%Z>
S

el eses i e1 i ls
e1esa1 AIT OT oy _ o1 AIT Olereaor) 9T
+ e A Os Os 83A Os Os

— IT 9oy OT 9 IT 9T |\ _ 901 AIT OT
e2 (AT G Gl + s (AT G| —F A 82’5)

0 51620'% T oT e1e2 AvT OT
+88< A + A 85) }

es Os es

Since the horizontal scale factors do not depend on the vertical coordinate, the last term
of the first line and the first term of the last line cancel, while the second line reduces to a
single vertical derivative, so it becomes :

€1 €2 €3 01 €1 o1 S - 62 01 0s

_ 1 [Q(mAszLT AlTéLT)‘
+2 (—6201AZT G|, +ATee (e 409 %—f) }

in other words, the horizontal Laplacian operator in the) (plane takes the following

form:
O(ezeze) 1 e
DT — 1 0i L . AZT( 1 —201 > ) % 8?}5 (T)
e1ese3 3(6(})620) —o1 €7 = s

S
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B.2 Iso/diapycnal 2nd Order Tracer Diffusive Operators

The iso/diapycnal diffusive tensdy; expressed in the (j,k) curvilinear coordinate
system in which the equations of the ocean circulation model are formulated, takes the
following form [?] :

AZT 1 + a% —aijas —aj
A = ﬁ —ajaz 1+ a% —ag
( tait a2) —ay —ag €+ a2 + a3

where @1, a2) are the isopycnal slopes in {) directions :

@6 @)

In practice, the isopycnal slopes are generally less t6an in the ocean, sé, can
be simplified appreciably?] :
1 0 —aq
0 1 —a

—a1 —az ¢+ a}+a}

A| =~ AlT

The resulting isopycnal operator conserves the quantity and dissipates its square. The
demonstration of the first property is trivial aB.) is the divergence of fluxes. Let us
demonstrate the second one :

///TV (A\WVT) d // VT . (A\VT) dv

VIL(AVT) = AT () -2 5+ (%)
2
2w+ (ot + o) (5D)']

2

- [ - )+ (% - )]

>0

since

the property becomes obvious.
The resulting diffusion operator ifrcoordinate has the following form :

r_ 1 [0 e 0T ) or 9 e T K oT
b= e1es { 01 An e1 Oi 63 ok +8j An € 8] 65 ok
10 [A ( a, 0T  a 0T (a1+a2)<9T>

T o 9 ey 0 s Ok

It has to be emphasised that the simplification introduced, leads to a decoupling bet-
ween (,z) and (j,z) planes. The operator has therefore the same expressi@?)athe
diffusion operator obtained for geopotential diffusion in theoordinate.
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B.3 Lateral/Vertical Momentum Diffusive Operators

The second order momentum diffusion operator (Laplacian) inztbeordinate is
found by applying 2.119, the expression for the Laplacian of a vector, to the horizontal
velocity vector :

AUh:V(V-Uh)—VX(VXUh)

19¢ 19 (109u
i% ez 0J es Ok (63 ak)
_ 1 9x _ 190 (_1ov) _ 106
- €o gj es3 Ok e3 Ok e1 0i
L5 L [0 (e20u) _ 0 (_erow
3 ejex | 01 \ e3 Ok d7 e3 Ok
o) 190
1o _ 18 9k \ o3 Ok
R 1 o (10
= 1 ox 1 o6 - o (1L ov
o) o | e ok \ s Ok
0 ox 1 82(62 u) + 82(51 v)
ok eieo 010k 070k

Using @.110, the definition of the horizontal divergence, the third componant of the
second vector is obviously zero and thus :

AL =00 = Vi O+ o (2200
Note that this operator ensures a full separation between the vorticity and horizon-
tal divergence fields (see AppendD). It is only equal to a Laplacian applied to each
component in Cartesian coordinates, not on the sphere.
The horizontal/vertical second order (Laplacian type) operator used to diffuse hori-
zontal momentum in the-coordinate therefore takes the following form :

10 (A”m 8Uh>

DV — v, <Alm X) L VA (Alm ¢ k) L s (B.6)

that is, in expanded form :

1o(AM™x) 10(A™¢) 1 0u

pVy—- -\ A& 7V Sy -7

“ €1 01 €9 (9] + €3 ok
o Alm o Alm

pu_ LOM™) 10(4")  1ou

€2 0j e1 i e3 Ok

Note Bene : introducing a rotation i (6) does not lead to a useful expression for
the iso/diapycnal Laplacian operator in theoordinate. Similarly, we did not found an
expression of practical use for the geopotential horizontal/vertical Laplacian operator in
the s-coordinate. GenerallyB(6) is used in bothz- and s-coordinate systems, that is a
Laplacian diffusion is applied on momentum along the coordinate directions.
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C.1 Introduction / Notations

Notation used in this appendix in the demonstations :
fluxes at the faces of A-box :

U=egye34u V=ewez v W = e1weaw w
volume of cells at:-, v-, andT-points :

by = €14 €2y €30 by = e1y €2y €30 by = ez ezt e3¢

partial derivative notationd, = 2

dv = ey eg ez didj dk is the volume element, with onkg that depends on timeD
andS are the ocean domain volume and surface, respectively. No wetting/drying is allow
(i.e. % = 0) Let ks andk; be the ocean surface and bottom, resp. (ks) = n and
s(ky) = —H, whereH is the bottom depth).

Continuity equation with the above notation :

iat(egt) + blt{él[U] + (5][‘/] + 5k[W}} =0

€3t

A gquantity, @ is conserved when its domain averaged time change is zero, that is

when :
0 dv | =
(f o) =0

Noting that the coordinate system used .... blah blah

3t</DQdU>Z/Dat(é’?»Q)elezdidjdk:/D613(9,5(6362)61020

equation of evolution of) written as the time evolution of the vertical contentiplike
for tracers, or momentum in flux form, the quadratic quaréi@/2 is conserved when :

L2 _ 1 i 2 ..
Oy (/DQQ dv) —/1328t<€3 (e3Q) )6162 di dj dk

:/ Q 0 (e3Q) eres didj dk —/ %QQ Or(e3) ereq didj dk
D D
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that is in a more compact form :

</ —Q%*d )—/ Qat (egQ)dv—5 QQat(eg)d (C.1)

equation of evolution of) written as the time evolution @ like for momentum in vector
invariant form, the quadratic quanti%@2 is conserved when :

Oy (/ 1Q? dv> :/ 1at (e3Q?) eres didj dk
D2 D 2

1
:/ Q0:Q eieses didj dk +/ EQz Ores ereo didj dk
D D

that is in a more compact form :

1, o\ 11
o, (/D 5Q dv) —/DQé?tQ dv+2/DegQ Ores dv (C.2)

Continuous conservation

The discretization of pimitive equation itcoordinate 4.e. time and space varying
vertical coordinate) must be chosen so that the discrete equation of the model satisfy
integral constrains on energy and enstrophy.

Let us first establish those constraint in the continuous world. The total enietgy (
kinetic plus potential energies) is conserved :

0y (/D (;th +pg z) dv) =0 (C.3)

under the following assumptions : no dissipation, no forcing (wind, buoyancy flux, atmos-
pheric pressure variations), mass conservation, and closed domain.

This equation can be transformed to obtain several sub-equalities. The transformation
for the advection term depends on whether the vector invariant form or the flux form is
used for the momentum equation. Usir@.3) and introducing A.15) in (C.3) for the
former form and Using@.1) and introducing A.16) in (C.3) for the latter form leads to :

advection term (vector invariant form) :

/g (k x Up) - Up, dv =0 (C.4a)

2
1
/Uh -V, (%’) dv + / Uy, - V.U, dv — / UT’”‘fateg dv =0 (C.4b)

D D D
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advection term (flux form) :

1
/ (1) 0;eq — u8jel) (k X Uh) -Up dv=0 (C4C)
e1es
V- (Uu) 1 21 _
/Uh'<v-(Uv)> dv—|—2/Uh e3<9t63dv—0 (C.4d)
D D
coriolis term
/f k X Uh Up,dv=20 (C.4e)
D
pressure gradient :
—/Vp\z-Uhdv:—/V'(pU)gz dv—i—/gp@tzdv (C.4f)
D D

whereV,, = V|, is the gradient along the-surfaces.
blah blah....
The prognostic ocean dynamics equation can be summarized as follows :

VOR + KEG + ZAD

NXT = ( COR+ ADV

> + HPG+ SPG+ LDF + ZDF

Vector invariant form :

/ -VOR dv =0 (C.5a)
D
Up? 1
/ -KEG dv + / Uy, - ZAD dv — / T%@eg dv =20 (C.5b)
D D D

—/Uh-(HPG—i—SPQ dv:—/V-(pU) gz dv—i—/gp@tzdv (C.5¢)
D

D D
Flux form :
/U;Z -CORdv =0 (C.6a)
D
1 51
/Uh -ADV dv + 2/Uh %8,563 dv= 10 (C.6b)
D D

—/Uh-(HPG—I—SPG) dv:—/v-(pU) gz dv—{—/gp@tzdv (C.60)
D D D
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(C.69 is the balance between the conversion KE to PE and PE to KE. Indeed the left
hand side of C.69 can be transformed as follows :

1
O /pgzdv ——i—/e&g(egp)gz dv+/gp8tzdv
D p D

V-(pU) gz dv+/g,08tzdv
D

1
Py (Uh-th—i-we@kz) dv—i—/gpatz dv
3
D

I
+

pg(w+0z+ Uy Vpz) dv

|
+

I
O—00 U; O— O —u

)

A
g
&
<

where the last equality is obtained by noting that the brackets is exactly the expression of
w, the vertical velocity referenced to the fixecoordinate system (sef.b)).
The left hand side of®.6¢ can be transformed as follows :

—/sz'Uh dv:—/(Vhp+nghz)~Uh dv
D D

:—/Vhp~Uhdv—/nghz-Uhdv
D D

=+/pVh-Uhdv—|—/pg(w—w+8tz) dv
D D

1 1
:—/p<8t63+8kw) dv+/pg(w—w+8tz) dv
€3 €3
D D

= — / gateg dv +
€3
D

:—/fategdv—/pgwdv—i—/pg(w—w—i—atz) dv
D ° D D

:—/:6,563 dv—/pgwdv—{—/pg@,gzdv
n D

D

1
/eé?kpwdv+/pg(w—w+3tz) dv
p D
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introducing the hydrostatic balanfgp = —p g es in the last term, it becomes :

1
:/p8t63 dv/pgw dv/akpatzdv
€3 €3
D D D

— _/pate3 dv—/pgw dv+/ L 5y (0nz)dv
€3 €3
D D D

:—/pgwdv
D

C.3 Discrete total energy conservation : vector invariant
form

C.3.1 Total energy conservation

The discrete form of the total energy conservati@hg), is given by :

2 2

u v
8t (2{2171;"_ 26U+pgztbt}) =0
Z7j7

which in vector invariant forms, it leads to :
1 u? 02
Z{u Oy by, + v Opv bv} + = Z{ate?;u by + —O0ies3y bv}
2 €3v

ijk ik O3
Z{PQ Oy (z1) bt}

C.7
1 ©
==Y {—0(estp) gz by —

ik O3t igk

Substituting the discrete expression of the time derivative of the velocity either in
vector invariant, leads to the discrete equivalent of the four equati©Bs (

C.3.2 \Vorticity term (coriolis + vorticity part of the advection)

Let ¢, located atf-points, be either the relativg (= (/es¢), or the planetaryy =
f/esy), or the total potential vorticityg = (¢+f)/esy). Two discretisation of the vorticity
term (ENE and EEN) allows the conservation of the kinetic energy.



C.3. Discrete total energy conservation : vector invariant form 233

Vorticity Term with ENE scheme (In_dynvor ene=.true.)

For the ENE scheme, the two components of the vorticity term are given by :

| i’
+-— €1 e U
—e3q kK x Uy, = e 4 ( 1v €3v )

— oo 4 (e2uesuu)

j+1/2"

This formulation does not conserve the enstrophy but it does conserve the total kinetic
energy. Indeed, the kinetic energy tendency associated to the vorticity term and averaged
over the ocean domain can be transformed as follows :

/—(equXUh)-Uhd’U
D

—1750 —
EZ{I VH/2 u by, L J+1/2vbv}
ik
E———yT Y — 1t
-yl ARy g V}
ik
sy {Vi+1/2 ItV _ it/ VH—l/Q} —0
ik

In other words, the domain averaged kinetic energy does not change due to the vorticity
term.

Vorticity Term with EEN scheme (In_dynvor eerr.true.)

With the EEN scheme, the vorticity terms are represented as :

1 Z i+1/2—ip i itip—1/2
+q 63 U= +€1u J Q]P (611163’0 v)]+]p

ip, kp

(C.8)

1 . L
_ - = 2 : i O i+ip
gesu = €2 J+1/2_JPQJP (€2u€3u u)j""jp_l/z
ip, kp

where the indice$, andk, take the following value i, = —1/2 or1/2 andj, = —1/2

or 1/2, and the vorticity triads;i(@;f;, defined aff-point, are given by :

intr _ 1—1p 1+Jp i+ip
Z@jp - 12 (qj+jp + qj"!‘ip + q]_JP) (Cg)



234 Discrete Invariants of the Equations

This formulation does conserve the total kinetic energy. Indeed,

/—Uh~(CkXUh) dv

D

Z Z i+1/2— zp@ 1—0—1/2 ip z+1/2 zp z+zp Vi
J J+]p J+1/2 Jp Jp ]+1/2 Jp J+1/2

1,5,k ip, kp ip, kp

_ i+1/2—ip ~ip z+1/2 ip rritl/2 ip 7ritip
=5 S R VU b Vi, Vi

Expending the summation ap andk,, it becomes :

i+1)~1/2 i+l z+1/2 i —1/2 77i—1/2
= Z Q+1/2 Vg+1/2 —J Q+1/2 Uj J+1/2
.5,k

i+1—1/2 v i+l i+1/2 —1/2 17i-1/2
+] Q_ 1/2V 1/2U J+1Q 1/2 y+1 J+1/2

i +1/2 i+1/2 +1/2 7ri+1/2
+j @+1/2V+1/2U —J Q+1/2 Uj j+1/2

i +1/2 14 i+1/2 +1/2 z+1/2 i
+j Q- 1/2V 1/2U ;+1@ 1/2 g+1 j+1/2 }

The summation is done over alland j indices, it is therefore possible to introduce a
shift of —1 either ini or j direction in some of the term of the summation (first term of
the first and second lines, second term of the second and fourth lines). By doning so, we
can regroup all the terms of the summation by triad at 8 point. In other words, we
regroup all the terms in the neighbourhood that contain a triad at the sginedices. It
becomes :

—1/2 [ i i—1/2 i—1/2 )
- Z{ +1/2 VJ+1/2 U; - Uj J+1/2_
.5,k

+ Q_1/2 VZ 1/2U1 1/2 _Uz 1/2 V@ )

1/2 |
i tLl/2 [1 i i+1/2 i+1/2
+5Qp VJ+1/2U —Uj J+1/2_

Il
o

+1/2 [ i+1/2 i+1/2 1,4 |
+Q1§2V1/2U /*U /V1/2_}
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Gradient of Kinetic Energy / Vertical Advection

The change of Kinetic Energy (KE) due to the vertical advection is exactly balanced
by the change of KE due to the horizontal gradient of KE :

1 1 U2
/ Uy - —wopUy, dv = —/ U, -V < Uh2> dv + = / iat((ig) dv
D €3 D 2 2/)p es3

Indeed, using successivel.11) (i.c. the skew symmetry property of theoperator) and
the continuity equation, them (11) again, then the commutativity of operatorsandd,
and finally @.12) (i.e. the symmetry property of the operator) applied in the horizontal
and vertical directions, it becomes :

ik 2\ Clu
1 —5 ]
= (.2 2 ,
=+ 5 <u +o ) {5Z[U]+5J[V]}
4,7,k
1 j b
= — Z — <u2 + 122]) {tat((igt) + (Sk [W]}
2 €3t
1,7,k
—5J 1 —J
:+Zk26k+1/2 {uz + v? } W—22<u2 + v? ) Orby
’L?]? 7‘77
1 H—l 9 v? i+1/2
=+) 3 <5k+1/2 [UQ] + Opr1/2 [v7] ) w=>" ( / Eatbtj / >
1,7,k 1,7,k
—i+1/2 ]+ /2 . . .
Assuming thab,, = b; andb, , or at least that the time derivative of these

two equations is satisfied, it becomes X

1( —s .
= 2{W+1/26k+1/2[u2]+W]+1/25k+1/2[v2]}—Z( Oyby + — 8tb>

i,5,k i,5,k
_Z{ W gk Ok+1/2[u] + WY g2 Op+1/2[v] } a Z < Obut 8tb )
.5,k i3,k
1 —51/2 k 1 —51/2 k
_Z{ 7 Y 12 ] ubu—i—b—Wﬁ Pz o] by }-Z( Orby + 8tb >

7] k i7j7k
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The first term provides the discrete expression for the vertical advection of momentum
(ZAD), while the second term corresponds exactly@o7, therefore :

1 1
:/Uh - ZAD dv + / Uh2*0t(€3) dv
2 D €3
D

1 1
E/Uh -woLUp, dv + / th—at(eg) dv
2 D €3
D

There is two main points here. First, the satisfaction of this property links the choice
of the discrete formulation of the vertical advection and of the horizontal gradient of KE.
Choosing one imposes the other. For example KE can also be discretizggl (ﬁéQ +
WQ). This leads to the following expression for the vertical advection :

i+1/2,k

1
i w akuh = €1y €2y €3y
€3 1

€1y €2¢ €3y

Y
€1y e w Opy1/o U /2]

J+1/2.k

€1t €2t W Op11/2 [wi+1/2]

a formulation that requires an additional horizontal mean in contrast with the one used in
NEMO. Nine velocity points have to be used instead of 3. This is the reason why it has
not been chosen.

Second, as soon as the chosaoordinate depends on time, an extra constraint arises
on the time derivative of the volume at andv-points :

——i+1/2
€1u €2y 8t(e3u) = €1t €2t at(e?yt) '
—F——j+1/2

€1y €2y Oy(e30) = e1g ear Dylesr)”
which is (over-)satified by defining the vertical scale factor as follows :

1 .
€3y = —— €14 Coy Coy i+1/2 (C.10)
€1u €24

1

—j+1/2
€17 €91 €3¢ (C.11
€1v €2v

€3y =

Blah blah required on the the step representation of bottom topography.....

C.3.3 Pressure Gradient Term

When the equation of state is linedre( when an advection-diffusion equation for
density can be derived from those of temperature and salinity) the change of KE due to
the work of pressure forces is balanced by the change of potential energy due to buoyancy
forces:

—/ Vp|Z-Uhdv:—/V-(pU)gzdv—f—/gp@t(z)dv
D D D
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This property can be satisfied in a discrete sense forbahds-coordinates. Indeed,
defining the depth of &-point, z;, as the sum of the vertical scale factorsuapoints
starting from the surface, the work of pressure forces can be written as :

1 ,
- /D Vpl, - Up dv = Z{ —;(5#1/2[1%] —gpt/? 5i+1/2[2t]> u by
05k v

1 »
o <5j+1/2[pt] g pJ+1/25j+1/2[2t]> v by }

Using successively4(11), i.e. the skew symmetry property of theoperator, §.4), the
continuity equation,&.20), the hydrostatic equation in thecoordinate, and;, 2 [2] =
es3w, Which comes from the definition af, it becomes :
b
6:i[U
siv1)

, b
=+ Zg ﬁz+1/2 U5i+1/2[2t] j+ / V(S +1/2 Zt <etat e3t + 6k [W]) ];t}
1,5,k

_+Z { i+1/2 U(SH-I/Q[zt] ]+/ V(5+1/2 Zt +
.5,k

/N

=+ Z { i+1/2 U(51+1/2[Zt] +p pit1/2 Vi, +1/2[Zt] k+1/2[pt] - — 8tbt}

1,5,k g
=+ Z { /2 U diy1/2[2t] + + It Vidj1yolz] =W e3up T2 — ];tatbt}
0,5,k

=4 Zg pi+1/2 U5i+1/2[2t] +ﬁj+1/2 V5j+1/2[zt] +W ﬁk+1/2 6k+1/2 [Zt] o I;tatbt}

i,k
- _ Zg Zt{ [ z-l—l/Q] +6; [V pj+1/2} 45 [W ﬁk+1/2} } B Z{pt atbt}
4,5,k i,k
—‘1'29 Zt{ (€3t p }bt_Z{pt 8tbt}
.5,k i,9,k

The first term is exactly the first term of the right-hand-side ©f7]. It remains to de-
monstrate that the last term, which is obviously a discrete analogyig 610, (e3) dv is
equal to the last term ofy.7). In other words, the following property must be satisfied :

Z{pt atbt} = Z{Pgat(zt) bt}
i,k i3,k

Let introducep,, the pressure at-point such thady[p,,] = —p g es;. The right-hand-
side of the above equation can be transformed as follows :



C4
C4.1l

238 Discrete Invariants of the Equations

S-{oooan} = -3 {oubpul e evea)

ik ik
=+ Z{pw Ok41/210¢(2t)] ex €2t} =+ Z{pw O (e3w) et 62,5}
i3,k 1,5,k
=+ Z{pw at(bw)}
igik

therefore, the balance to be satisfied is :

Z{pt 8t(bt)} = Z{pw 81:(%)}
1,7,k 4,5,k
which is a purely vertical balance :

Z{pt 5t(€3t)} = %:{pw 3t(€3w)}

k

Definingp., = p*+1/2

Note that this property strongly constrains the discrete expression of both the depth of
T—points and of the term added to the pressure gradient istto®rdinate. Nevertheless,
it is almost never satisfied since a linear equation of state is rarely used.

Discrete total energy conservation : flux form

Total energy conservation

The discrete form of the total energy conservati@hg), is given by :

oY @ bb | =0
t ?u ?v P g zt0¢ =

1,5,k

which in flux form, it leads to :

u J(es,u) v 0(egyv) 1 u? Oesy, v2 Desy
Z{ ot v ot _22 ot et ot

ik €3u €3v ik €3u €3v
1 Oesip 0z
= — — by ¢ — —b
Z{e3t o by =D 4pa gl b
Zv]7k l,j,k

Substituting the discrete expression of the time derivative of the velocity either in
vector invariant or in flux form, leads to the discrete equivalent of the
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Coriolis and advection terms : flux form
Coriolis plus “metric” Term

In flux from the vorticity term reduces to a Coriolis term in which the Coriolis para-
meter has been modified to account for the “metric” term. This altered Coriolis parameter
is discretised at an f-point. It is given by :

1 862 861 i 1 _it1)2 41/
i €1€2 ( di 8] ) =7+ e1f €af <U Oit1/2 le2u] — @ 0j+1/2 {elum

Either the ENE or EEN scheme is then applied to obtain the vorticity term in flux
form. It therefore conserves the total KE. The derivation is the same as for the vorticity
term in the vector invariant fornC.3.2.

Flux form advection

The flux form operator of the momentum advection is evaluated using a centered
second order finite difference scheme. Because of the flux form, the discrete operator
does not contribute to the global budget of linear momentum. Because of the centered
second order scheme, it conserves the horizontal kinetic energy, that is :

V- (Uu) 1/ 5 1 Oes
— [ Up- dv— = | Up*——dv= 0 C.12
/Dh(v-(uu)>”2Dhe5at“ (C.12)
Let us first consider the first term of the scalar produet (ust the the terms associa-
ted with the i-component of the advection) :

- / u-V-(Uu) dv

—_ Z{ ( s [U1 @] oy [V w012 gy [ u’fﬂ/ﬂ) }bu u
i,5,k

—_ Z{ém/g [Ui ﬁ‘] +5; [7”1/2 W’“/?} + 5 [W”w ﬂ’““/?} } u
igok

=+ Z{UZ w'o; [u] + V' T35 s [u] + W a6 [“]}
igok

_ ;Z T's, [u } n Vz+1/25j+/2 [ } n WZ+1/25k+1/2 [uz}}

U5,+1/2[ ]+V5J+1/2[ }+W6k+1/2[ }}

1—i
=-> 3¥’ {5¢+1/2 [U] 461172 V] + Opt1/2 [W]}
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1—: 1 863t
= Za2 7
_+ZQU {(egt 8t ) bt}

1,9,k

Applying similar manipulation applied to the second term of the scalar product leads to :
. VoUu) s s L () (L e
/Duh (V.(Uu)>d”_+;€2<“ v ) e ot )

which is the discrete form of [, u -V - (Uu) dv. (C.12) is thus satisfied.

When the UBS scheme is used to evaluate the flux form momentum advection, the
discrete operator does not contribute to the global budget of linear momentum (flux form).
The horizontal kinetic energy is not conserved, but forced to decaytfie scheme is
diffusive).

Discrete enstrophy conservation

Vorticity Term with ENS scheme (In_dynvor ens=.true.)

In the ENS scheme, the vorticity term is descretized as follows :

+;q (e1v €30 V)

u

_7(]] (€2u €3u U)
€2y

The scheme does not allow but the conservation of the total kinetic energy but the
conservation of;?, the potential enstrophy for a horizontally non-divergent flave.
when x=0). Indeed, using the symmetry or skew symmetry properties of the operators
(Egs @.12 and @.11)), it can be shown that :

/qk-1V><(63qk><Uh) dv=0 (C.14)
D €3

wheredv = ej ez e3 didj dk is the volume element. Indeed, using.13, the discrete
form of the right hand side 0f3.14) can be transformed as follow :

/qk~1V><(equ><Uh) dv
D €3

L =id,j+1/2 L =iF1/2j
= kq {5i+1/2 {—ql U ] —0j+1/2 [q] 4 }}

47,

L =dj+1/2 _=i+1/2,5
= Zk il a' U +9d;ldl g’V }
/L?.]?
—i,j+1/2 =i+1/2,j
= ;Zk 5 [¢2] U +0;[¢*] V }
T/’J’

—i,j+1/2 —i+1/2,j
-1 [P )
Z7j7
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Since™ andJ operators commuted; ;5 |@ [ ] =dila ]ZJr /2 , and introducing the hori-
zontal divergence, it becomes :

o 1 9 =——————i+1/2j+1/2 _
= > —5¢° €z oty X =0

.5,k

The later equality is obtain only when the flow is horizontally non-divergent)=0.

Vorticity Term with EEN scheme (In_dynvor_eere.true.)

With the EEN scheme, the vorticity terms are represented as :

i+1/2—ip ~ip i+ip—1/2
+qesv = E j Q) (e1vesy v)jy )
zp, kp
(C.15)
_ Z itip
gesu = J+1/2— Jp €2u€3u )J+J'p*1/2
zp, kp

where the indices, andk,, take the following value 7, = —1/2 or1/2 andj, = —1/2
or 1/2, and the vorticity triads;i(@;?;, defined aff’-point, are given by :

intr _ 1—1 i+j i+
Q) = 19 (q]ﬂ’; Gy, + qujz;) (C.16)

This formulation does conserve the potential enstrophy for a horizontally non-divergent
flow (i.e. x = 0).

Let consider one of the vorticity triad, for exam@[@*l/g, similar manipulation can
be done for the 3 others. The discrete form of the right hand sidé.a#) applied to this
triad only can be transformed as follow :

1
/qk-Vx(equXUh) dv
D €3

_ iQtl/2 it/ +1/2

:Zq { Oit1/2 [ @+1/2 } — 04172 [ @+1/2 J+1/2] }
i,k

_ +1/2 i+1/2 i vF1/2 1 i
Z{ +1/2 U + 4;lq] j@+1/2 j+1/2}
i,5,k

Demonstation to be done...

ol )7 sl o )

7.]7

1/2 —i,j+1/2 =i+1/2,j
=" *Z< 11§2> { i+1/2 {U } + 94172 [V ]}

1,9,k
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_ Z _1 (3(@1};;)2 ai-&-l/&j—i—l/?
2

C.6 Conservation Properties on Tracers

All the numerical schemes used in NEMO are written such that the tracer content is
conserved by the internal dynamics and physics (equations in flux form). For advection,
only the CEN2 scheme.¢. 2" order finite different scheme) conserves the global va-
riance of tracer. Nevertheless the other schemes ensure that the global variance decreases
(i.e. they are at least slightly diffusive). For diffusion, all the schemes ensure the decrease
of the total tracer variance, except the iso-neutral operator. There is generally no strict
conservation of mass, as the equation of state is non linear with resgécard S. In
practice, the mass is conserved to a very high accuracy.

C.6.1 Advection Term

conservation of a tracef, :

0 10(esT)
JR— T P— —_— p—
5 </D dv) /D T dv =20

conservation of its variance :

B 1 9(esT) 1/ ) 1 dey
—71? = —— | T
ot </ d) /DegQ o oo T

Whatever the advection scheme considered it conserves of the tracer content as all
the scheme are written in flux form. Indeed, ¥etbe the tracer and,, =,, andr,, its
interpolated values at velocity point (whatever the interpolation is), the conservation of
the tracer content due to the advection tendency is obtained as follows :
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The conservation of the variance of tracer due to the advection tendency can be
achieved only with the CEN2 schemge. when 7, = T2 L It ang

v
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Tw = — T*/2 |t can be demonstarted as follows :
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which is the discrete form of [}, 7?52 dv.

C.7 Conservation Properties on Lateral Momentum Phy-
Sics

The discrete formulation of the horizontal diffusion of momentum ensures the conser-
vation of potential vorticity and the horizontal divergence, and the dissipation of the square
of these quantities (i.e. enstrophy and the variance of the horizontal divergence) as well as
the dissipation of the horizontal kinetic energy. In particular, when the eddy coefficients
are horizontally uniform, it ensures a complete separation of vorticity and horizontal di-
vergence fields, so that diffusion (dissipation) of vorticity (enstrophy) does not generate
horizontal divergence (variance of the horizontal divergence vareversa

These properties of the horizontal diffusion operator are a direct consequence of pro-
perties 4.9) and @.10. When the vertical curl of the horizontal diffusion of momentum
(discrete sense) is taken, the term associated with the horizontal gradient of the divergence
is locally zero.

C.7.1 Conservation of Potential Vorticity

The lateral momentum diffusion term conserves the potential vorticity :
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C.7.2 Dissipation of Horizontal Kinetic Energy

The lateral momentum diffusion term dissipates the horizontal kinetic energy :
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C.7.3 Dissipation of Enstrophy

The lateral momentum diffusion term dissipates the enstrophy when the eddy coeffi-
cients are horizontally uniform :
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Using @.11), it follows :
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C.7.4 Conservation of Horizontal Divergence

When the horizontal divergence of the horizontal diffusion of momentum (discrete
sense) is taken, the term associated with the vertical curl of the vorticity is zero locally,

dueto (!!!11.1.811111). The resulting term conserves theand dissipates? when the
eddy coefficients are horizontally uniform.
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C.7.5 Dissipation of Horizontal Divergence Variance
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C.8 Conservation Properties on Vertical Momentum Phy-
sics

As for the lateral momentum physics, the continuous form of the vertical diffusion
of momentum satisfies several integral constraints. The first two are associated with the
conservation of momentum and the dissipation of horizontal kinetic energy :
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since the horizontal scale factor does not depen#, d@rfollows :
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The vorticity is also conserved. Indeed :
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If the vertical diffusion coefficient is uniform over the whole domain, the enstrophy is
dissipated;.e.
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This property is only satisfied in-coordinates :
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Using the fact that the vertical diffusion coefficients are uniform, and thatinordinate,
the vertical scale factors do not dependiand; so that :e3; = e3, = e3, = e3; and
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Similarly, the horizontal divergence is obviously conserved :

o (k)

and the square of the horizontal divergence decreaseghe horizontal divergence is
dissipated) if the vertical diffusion coefficient is uniform over the whole domain :
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Conservation Properties on Tracer Physics

The numerical schemes used for tracer subgridscale physics are written such that the
heat and salt contents are conserved (equations in flux form, second order centered finite
differences). Since a flux form is used to compute the temperature and salinity, the qua-
dratic form of these quantities (i.e. their variance) globally tends to diminish. As for the
advection term, there is generally no strict conservation of mass, even if in practice the

mass is conserved to a very high accuracy.
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C.9.1 Conservation of Tracers

constraint of conservation of tracers :
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In fact, this property simply results from the flux form of the operator.
C.9.2 Dissipation of Tracer Variance
constraint on the dissipation of tracer variance :

/TV-(AVT) dv
D

€2y €3y €1v €3v
= { [AlTl%l/g [T]} +9; [AiT o, OI+1/2 [T]]

,]k u v

+0p {AZETGH = Ok+1/2 [T]} }
€3t

2
= _ Z{ AZT <6z+1/2 [ ]) €1u €2y €3y

.5,k

1 2
+ A,Ll}T <e2 ]+1/2 [T]) €10 €20 €30
v

1 2
+ A;’)T <€35k+1/2 [T]) €1w €2w 63w} <0

w



Bl Coding Rules

Contents

D.1 The programstructure . . . .. ... .. ... .......
D.2 Codingconventions . . . . .. ... .. ... ........
D.3 Naming Conventions. . . . . . . ... . ... ........




D.1

D.2

252 Coding Rules

A "model life” is more than ten years. Its software, composed of a few hundred mo-
dules, is used by many people who are scientists or students and do not necessarily know
every aspect of computing very well. Moreover, a well thought-out program is easier to
read and understand, less difficult to modify, produces fewer bugs and is easier to main-
tain. Therefore, it is essential that the model development follows some rules :

- well planned and designed

- well written

- well documented (both on- and off-line)

- maintainable

- easily portable

- flexible.

To satisfy part of these aimBlEMO s written with a coding standard which is close
to the ECMWF rules, named DOCTOR][ These rules present some advantages like :

- to provide a well presented program

- to use rules for variable names which allow recognition of their type (integer, real,
parameter, local or shared variables, etc. ).

This facilitates both the understanding and the debugging of an algorithm.

The program structure

Each program begins with a set of headline comments containing :

- the program title

- the purpose of the routine

- the method and algorithms used

- the detail of input and output interfaces

- the external routines and functions used (if they exist)

- references (if they exist)

- the author name(s), the date of creation and any updates.

- Each program is split into several well separated sections and sub-sections with an
underlined title and specific labelled statements.

- A program has not more than 200 to 300 lines.

A template of a module style can be found on the NEMO depository in the following
file : NEMO/OPA_SRC/moduleexample.

Coding conventions

- Use of the universal languageoRTRAN 90, and try to avoid obsolescent features
like statement functions, do not use GO TO and EQUIVALENCE statements.
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- A continuation line begins with the character & indented by three spaces compared
to the previous line, while the previous line ended with the character &.

- All the variables must be declared. The code is usually compiled with implicit none.

- Never use continuation lines in the declaration of a variable. When searching a va-
riable in the code throughgrepcommand, the declaration line will be found.

- In the declaration of a PUBLIC variable, the comment part at the end of the line
should start with the two charactets ™. the following UNIX commandgrep var_name *90 \ grep \I
display the module name and the line where thename declaration is.

- Always use a three spaces indentation in DO loop, CASE, or IF-ELSEIF-ELSE-
ENDIF statements.

- use a space after a comma, except when it appears to separate the indices of an array.

- use call to ctlstop routine instead of just a STOP.
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D.3 Naming Conventions

The purpose of the naming conventions is to use prefix letters to classify model va-
riables. These conventions allow the variable type to be easily known and rapidly identi-
fied. The naming conventions are summarised in the Table below :

Type integer | real logical | character structure double | complex
/ Status precision
public mn abefg]l c S d y
or butnot| hoqr but not | butnot | butnot | but not | but not
module | nn_ ttox Ip Id cpcd sd sd dp dd yp yd
variable but not N _ clen. sl sn. didn_ |ylyn
fsrn_

dummy | k p Id cd sd dd yd
argument| but not | but not

kf pp pf
local [ z I cl sl dl yl
variable
loop j
control but not

ip
parameter jp pp Ip cp sp dp yp
namelist | nn_ rn_ In_ cn_ sn. dn_ yn_
CPP kf fs
macro
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